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ABSTRACT 

 
Suicide is a very prevalent, tragic public health concern.  Artificial intelligence can be a helpful 
tool for predicting suicide attempts and identifying important factors in suicide risk.  In the 
present work, we use four supervised machine learning techniques - random forest, K-nearest 
neighbors, classification trees, and generalized linear models - to classify individuals with 
suicide attempts.  We use data from University College London’s longitudinal Millennium 
Cohort Study, which followed a cohort of individuals from age 9 months to age 17 and 
sampled data over 7 time points.  We use variables from wave 6, (age 14) to predict 
suicidality at wave 7 (age 17).  We find that the classification trees we created performed the 
best, with metrics in the following ranges: accuracy 90.52% – 92.23%; true positive rate 
17.00% – 19.43%; true negative rate 95.75% – 97.64%; false positive rate 2.36% – 4.25%; 
false negative rate 80.57% - 84.64%.  Additionally, through modelling, we identified a number 
of important variables that aligned with the literature, for example, history of self-harm, sex of 
the participant, and variables implicated in the emotional and behavioral functioning of the 
participant. 
 

INTRODUCTION 
 
Suicide is a global phenomenon, with more than 700,000 people dying each year due to it in 
2019 (World Health Organization, 2021a).  For each completed suicide, there are even more 
suicide attempts, with some estimates putting this ratio at 1:20 (World Health Organization, 
2021b).  Among children and adolescents, suicide is a leading non-natural cause of 
death worldwide, with rates of adolescent suicide attempts increasing over the past 
decades (World Health Organization, 2021a). 
 
There are individual, relationship, community, and societal risk factors for suicide (Center for 
Disease Control and Prevention, 2023).  Individual risk factors include previous suicide 
attempt(s) (Park et al., 2018), history of depression or other mental illnesses (Bertolote & 
Fleischmann, 2002), substance use (Nock et al., 2009), impulsive tendencies (Gvion et al., 
2015), and aggressive tendencies (Wang et al., 2014), among others.  Relationship risk 
factors include bullying (Center for Disease Control and Prevention, 2014), social isolation 
(Motillon-Toudic et al., 2022), and high conflict or violent relationships (Brown & Seals, 2019), 
as well as others.  Lastly, societal risk factors include unsafe media portrayals of suicide 
(Hawton & Williams, 2002), easy access to lethal means (Barber & Miller, 2014), and the 
stigma associated with mental illness and help-seeking (Center for Disease Control and 
Prevention, 2023).   
 
Research into suicide risk factors and the increasing incidence of suicide have led to the 
development of many suicide-prevention programs.  Such prevention methods include 
education of physicians, restricting of access to lethal means, public education, and screening 
programs (Mann et al., 2005).  Examples of effective screening tools used to assess risk of 
suicidality include the SBQ-R (Osman et al., 2001), the Paykel scale (Fonseca-Pedrero & 
Pérez de Albéniz, 2020), the Columbia-Suicide Severity Rating Scale (Posner et al., 2011), 
and the Ask Suicide-Screening Questions toolkit (Horowitz et al., 2012). 
 
Suicide continues to become an increasing problem globally, yet our ability to predict suicides 
has not improved over the last 50 years (Franklin et al., 2017).  Although it is difficult to predict 
suicide, artificial intelligence and machine learning may be tools well poised to help in the 
effort of suicide prediction and prevention (Bernert et al., 2020).   
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Burke et al. (2019) performed a systematic review of the use of machine learning in suicide 
research and identified three main goals found in research papers pertaining this topic.  The 
first was to improve the accuracy of risk prediction, the second to identify important predictors, 
and the third to identify subgroups of patients (Lejeune et al., 2022).  With regard to risk 
prediction, AI has the potential to help at an individual level with better identifying individuals 
in crisis or those who could be at risk of an imminent crisis, while at a population level, AI can 
help with identifying at risk groups (Fonseka et al., 2019).  In their review of AI and suicide 
prevention, Lejeune et al. (2022) identified that the main algorithms used in the literature were 
logistic regression, random forest, gradient-boosting algorithms, LASSO, and support vector 
machines.  
 
One particularly powerful example of the use of AI in predicting suicide was done by Kumar et 
al. (2022).  They created an eXtreme Gradient Boosting (XGBoost) based machine learning 
model to predict suicides at the county-level (US) with an R2 of 0.98.  Additionally, they were 
able to extract the most important features to affect prediction results. 
 
Getting data to research suicide can be difficult.  However, a data set that is worthy of 
examination is the Millennium Cohort Study (MCS), otherwise known as the "Child of the New 
Century" (Connelly & Platt, 2014).  The study was conducted by University College London's 
Centre for Longitudinal Studies (CLS) (Centre for Longitudinal Studies, 2023).  The study 
began with an original sample of 18,818 cohort members from England, Scotland, Wales, and 
Northern Ireland.  These cohort members were studied at 7 different time points (referred to 
as "sweeps" by the CLS) ranging from age 9 to age 17.  At various points throughout these 
waves of data collection, the data collected could be either by parents/carers/co-residents 
and/or by the participant (who they referred to as the “cohort member”, or “CM”).  To the best 
of the author’s knowledge, the only research done so far to predict suicidality from the MCS 
was done by Jankowsky et al., 2023.  These researchers used data from wave 6 and wave 7 
of the MCS and used 638 variables.  They used logistic regressions, elastic net regressions, 
and GBM. 
 
Given the increase in incidence of suicide among adolescents, the impact that improving 
predictions of suicide has on research and lives, and the promise that AI and machine 
learning hold for predicting suicide, there are many compelling reasons to continue to add to 
the literature.  The author seeks to do just that through the present work.  In particular, we aim 
to extend the work done by Jankowsky et al. (2023).   
 
Similarly, to Jankowsky et al. (2023), we aim to classify individuals as positive or negative 
cases for attempted suicide reported at age 17 (note that participants were asked if they had 
attempted suicide in the past 12 months).  However, we will pursue modeling techniques 
different from those that Jankowsky et al. employed in an effort to extend their research and 
see how well other model types perform.  Specifically, we will use random forests, 
classification trees, K-nearest neighbors, and generalized linear models.  We aim to identify 
the classification model types that perform the best.  Another goal of ours is to identify the 
variables most important in predicting suicidality.  We will first report on the materials and 
methods used for the analyses, and then will share the results, and will discuss the results in 
light of the literature.  We will end with limitations, future directions, and concluding remarks.  
 

MATERIALS 
 
The data used in this research comes from the Millennium Cohort Study (Connelly & Platt, 
2014). 
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Prior to the author beginning working on this TFM work and doing an internship with the 
EPISAM Research Group, members of the research group had analyzed the MCS data and 
had published papers of their results.  Consequently, the author was given R files in which a 
significant amount of data wrangling had been performed on the original data set and  
began her data analysis using these materials that she was given.   
 
The data analysis for this project was performed in RStudio using R.  A repository with the 
code used and output files generated for this project can be found at the author’s GitHub page 
(“nfrontero20”) in the repository “Masters-Capstone”.  
 

METHODS 
 

Preprocessing: 
 
MCS data from waves 1-6 were read into R from a .csv file that the author was given access 
to and the MCS data from wave 7 was read in from an R object that the author was given 
access to.  Then, only `MCSID` (the unique identifier for each participant) and `GCSUIC00` (a 
binary variable coding the participant’s response to the question “Have you ever hurt yourself 
on purpose in an attempt to end your life?" were selected from the wave 7 data as 
`outcome_data`.  `GCSUIC00` was releveled so that “No” responses were coded as 0’s and 
“Yes” responses were coded as 1’s and then was turned into a factor.   
 
Regarding predictor variables, we decided to focus on variables from wave 6 (as opposed to 
predictors from another wave prior to wave 6, or wave 7).  There were a number of reasons 
behind this decision.  First, we were specifically interested in identifying risk factors present at 
an age that, as the Millennium Cohort Study refers to age 14 as being, is a “key transitional 
stage between childhood and adulthood” (Centre for Longitudinal Studies - UCL Institute of 
Education, 2019).  Moreover, in wave 6, participants were asked to provide more data than in 
prior sweeps, which made working with this wave of data appealing (Centre for Longitudinal 
Studies - UCL Institute of Education, 2019).  Additionally, unlike the other sweeps, in wave 6, 
parents were asked to complete a cognitive assessment that measures psychological distress 
(the Kessler K-6 scale).  Given that parental psychological distress is associated with 
suicidality in children (Zhu et al., 2023), we wanted to incorporate variables pertaining to the 
parental Kessler K-6 scale responses in our models.  
 
We performed a `full_join` (from the `dplyr` R package) to merge the outcome data and the 
wave 6 predictor data on the `MCSID` identifier column.  We chose to perform a `full_join` 
(which retained all rows from the predictor and the outcome data) as opposed to a different 
type of join so that we could maximize the number of observations.  We knew that the ratio of 
negative (0) to positive (1) cases for `GCSUIC00` was approximately 14:1 (93.33% negative 
cases, 6.7% positive cases).  Consequently, we knew that the data provided many more 
negative cases for the models to learn from than positive cases.  In order to maximize the 
ability of the models to learn from the data in both cases, and given the lack of positive cases 
in the data, we wanted to maximize the number of observations in the data set.   
 
By performing a `full_join`, we had 18,936 rows before further filtering (which will be detailed 
in the following paragraphs).  If we were to have performed a `left_join` in which all rows from 
the outcome data were preserved and only matching rows from the predictor data were 
retained, we would have had 10,917 rows.  Therefore, performing a `full_join` as opposed to 
this type of `left_join` increased our number of data points by approximately 70%.  If we were 
to have performed a `left_join` in which all rows from the predictor data were preserved and 
only matching rows from the outcome data were retained, we would have had 18,552 rows.  
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Consequently, performing a `full_join` resulted in approximately 2% more data points 
compared to this second case.  
 
Since we knew we would be imputing data, retaining as many rows of data as possible that 
communicated helpful information was deemed valuable, so we performed a `full_join`. 
 
Next, the degree of missing data in the merged dataset was calculated and it was found that 
64% of the data was missing.  The data set had 18,936 rows.  Rows with all NA data were 
removed, resulting in a loss of 6,669 rows and leaving 12,267 rows remaining.  Even after the 
removal of the rows with all NA’s, there was still 44% missingness across the data set.   
 
At this point, we decided to use the percent of missingness found in the columns (variables) 
as a criterion to decide which variables to include in the analyses.  We did this for a few 
reasons.  For one, we knew we would need to inevitably impute data, since classification 
methods require no missing data in the data sets, but we didn’t want to have to impute 
variables that exhibited such high levels of missingness.  Also, we did not want to run 
classification techniques on 241 variables, which is how many variables came from wave 6.   
 
Consequently, we calculated the percentage of missingness across all of the columns.  The 
percentage of missingness ranged from 7.38% to 100%.  We identified the columns with less 
than 15.00% missingness.  However, after this step, there were still 116 variables, which were 
more than we wanted to use in our analyses.  As a result, the author solicited the expertise of 
the professional tutor to help her identify the variables that would be most important and 
interesting to study further based on his domain knowledge.  This reduced the number of 
variables to 86.  By filtering the data set down to these 86 variables, the data set only had 
12% missingness.  Instead of listing all 86 variables and their definitions, a smaller subset of 
all the variables that up being important to some degree and their definitions and data types 
can be found in Table 1.   
 
Next, the data was imputed using the `mice` function from the `mice `R package.  The 
distributions of the imputed data sets and the original data sets were compared using the 
`densityplot` function from the `lattice` R package.  An .pdf file “densityplots.pdf” where all of 
the density plots are visualized can be found in the associated GitHub repository.  Note that 
as a result of the imputation, the resulting data set had no missingness.   
 
After imputing, the variables that represented factors were turned into the factor data type in 
R.  Then, another version of the data set was created where additionally, the variables that 
represented elements of psychological scales were scaled in R. 
 
We knew that we would need a way to perform cross-validation to see how well our models 
performed and to see how well they generalized.  We chose to employ the single hold-out 
random subsampling technique.  Consequently, we created test and train sets for both the 
original data set (with no scaling) and the data set with scaled variables.  We chose to 
perform a 70% train/30% test split as this falls within the guidelines for a test/train split ratio 
(Berrar, 2018).  It was ensured that a stratified sample with regard to the outcome variable 
was selected in both versions of the train/test splits.  See Table 2 in the Appendix for the 
breakdown of the incidence of the outcome variables in these data sets.  
 
Modeling: 
 
Note that a complete breakdown of the parameters, data sets (scaled or unscaled), and 
variables used in each model can be found in the Appendix in Table 3. 
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Additionally, note that one of the KNN models, two of the classification trees, and 1 of the 
generalized linear models were created not from all 86 of the variables but rather from a 
subset of 18 variables that were identified as important through the random forest modelling 
process (specifically, the mean decrease accuracy variable importance plots, not the mean 
decrease Gini variable importance plots).  We did this because we were aware that having so 
many variables could introduce noise into the data.  We were interested in seeing if the 
models performed better with less noise.   
 
Finally, note that hyperparameter tuning was done manually as opposed to in a more 
sophisticated, technical approach.  This is discussed in the limitations section. 
 
Random Forest:   
 
Four random forest models were created using the `randomForest` function from the 
`randomForest` package in R.  All modeling was done on the unscaled data.  Each model was 
created by making predictions from `train` and with different parameters of `ntree` and `mtry`.  
Note that `ntree` refers to the number of trees created and `mtry` refers to the number of 
variables randomly sampled as candidates at each split.  The models were then used to 
predict the classes of the train data, solely for the purpose of seeing if it was indeed possible 
to classify the data, and then to predict the classes of the test data.  Additionally, variable 
importance plots, which showed the top 15 most important variables with regard to mean 
decrease of accuracy and mean decrease of the Gini index, were created for each model.  
The models were created using the following specifications:  Model A: `ntree = 1000`, `mtry = 
30`; Model B: `ntree = 1000`, `mtry = 15`; Model C: `ntree = 500`, `mtry = 5`; Model D: `ntree 
= 500`, `mtry = 25`. 
 
Regarding Model A, we decided to choose a standard number of trees (`ntree = 1000`) and a 
relatively high value for `mtry`.  We knew that an advantage of using large `mtry` values is 
that it helps decision trees select features that are important to the outcome variable.  
Because we were interested in creating trees that did a good job at identifying the important 
variables, we chose to set `mtry = 30` to a relatively high value for Model A.  For Model B, we 
were interested in seeing if we could see a significant difference in the model performance 
compared to Model A.  We know that high `mtry` values have the disadvantage of reducing 
randomness, which affects model performance.  Consequently, we reduced `mtry` for Model 
B.   
 
The same logic applied for Model C and Model D.  Note that we arbitrarily chose to use the 
lower `mtry` value for the first model we created (Model C) and the higher value for the 
second model we created (Model D).   
 
KNN:   
 
Three K nearest neighbors models were created using the `knn` function from the `class` 
package in R.  Models A and B were trained on the training data from the `train_scaling` data 
set and then the model was used to predict the classes of the test data in `test_scaling`.  The 
specifications for Models A and B were as follows: Model A: `k = 3`; Model B: `k = 10`.  Model 
C was created using the 18 variables found across the four random forest models to be the 
most important variables per the mean decrease accuracy variable importance plots.  Model 
C was run with `k = 5`.  Note that k refers to the number of neighbors considered.  
 
Classification Trees:   
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We created 4 classification trees using the `rpart` function from the `rpart` R package.  Model 
A was constructed from the `train` data set with parameters `minsplit = 2`, `minbucket = 1`, 
and `cp = 0.001`.  Note that `minsplit` refers to the minimum number of observations that must 
exist in a node in order for a split to be attempted, `minbucket` to the minimum number of 
observations in any terminal leaf node, and `cp` to “complexity parameter”, signifying that any 
split that does not decrease the overall lack of fit by a factor of `cp` won’t be attempted.  
Model B was a tuned version of Model A, with `minsplit = 2` and `cp = 0.001` like in the case 
of Model A, but with `minbucket = 5` instead of `minbucket = 1`.  Model C was created using 
the aforementioned 18 variables identified from the random forest variable mean decrease 
accuracy importance plots to be most important.  Model C was created with parameters 
`minsplit = 2`, `minbucket = 3`, and `cp = 0.001`.  Model D was a tuned version of Model C, 
with parameters `minsplit = 3`, `minbucket = 5`, and `cp = 0.001`.   
 
We chose to create Model A with the aforementioned parameters because we were interested 
in seeing how well a very complex classification tree model would perform and we knew that 
specifying `minsplit = 2` and `minbucket = 1` would create a complex tree.  Additionally, note 
that for all models, we specified `cp = 0.001` because when we set `cp` to less than 0.001, the 
trees that were created only had a single node and were not actually trees.  We created 
Model B with the aim of creating a slightly less complex tree than Model A, which we achieved 
by setting `minbucket = 5`.  The difference in complexity between Model A and B can be seen 
in the apparent difference in the appearance of these trees in Figure 5 and Figure 6, 
respectively. 
 
With Model C, we wanted to create a tree that was less complex than Model A but more 
complex than Model B.  As Figure 5 shows, very complex trees are nearly impossible to 
visualize since they are dense and vast.  With Model D, we were curious to see how 
increasing `minsplit` would affect model performance and so we chose `minsplit = 3`, which is 
the highest `minsplit` used in any of the models.  
 
Generalized Linear Models:   
 
We created two generalized linear models using the scaled data.  We used the `glm` function 
from the `stats` package.  The models were created on the `train_scaling` data and then 
tested on the `test_scaling` data.  Model A was created from all 86 of the variables while 
Model B was created only from the 18 variables identified as important from the random forest 
mean decrease accuracy variable importance plots.   
 

RESULTS 
 

Note that a breakdown of each model type and metrics for its performance can be found in 
the Appendix in Table 4.  Additionally, a breakdown of variables identified as important from 
the models can be found in Table 5.  
 
Random Forest:  
 
Overall, the random forest models all performed quite similarly even though we used different 
parameters for each one.  They yielded accuracies that were quite high and very similar to 
one another (minimum 93.26%, maximum 94.34%).  They also yielded high true negative 
rates (minimum 99.30%, maximum 99.71%), as well as low false positive rates (minimum 
0.29%, maximum 0.70%).  However, the true positive rates were low (minimum 4.45%, 
maximum 8.50%) and the false negative rates were very high (minimum 91.50%, maximum 
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95.55%).  The models’ high true negative rates and low false positive rates indicate that they 
were able to identify true negatives well and very infrequently misclassified them as positives.  
However, the models’ low true positive rates and high false negative rates indicate that they 
did not do a good job at correctly classifying positive cases.   
 
Note that we did not see a significant difference in model performance between Model A and 
Model B despite decreasing `mtry` from Model A to B, nor did we see a significant difference 
in model performance between Model C and D despite decreasing `mtry` from Model C to D.  
 
The top 15 important variables from each model were identified via the mean decrease 
accuracy variable importance plots. These plots can be seen in the Appendix in Figures 1-4.  
When we look at the top 15 variables with regard to mean decrease in accuracy across the 
four models, we find 18 variables that arise as important. 
 
Table 5 in the Appendix shows the top 15 most important variables with their ranks for Models 
A-D.  Additionally, we calculated the average ranking for each of these 18 variables by 
averaging the rankings across all four models.  Table 5 features these average rankings.  The 
important variables, in order of average ranking highest to lowest, are the following: 
 
`SDQ_diff.sw6`, `self_harm.sw6`, `feel_hatred.sw6`, `SDQ_peer.sw6`, `SDQ_conduct.sw6`, 
`SDQ_emot_s.sw6`, `kessler_k6_main.sw6`, `feel_good_others.sw6`, `feel_not_enjoy.sw6`, 
`SDQ_prosoc.sw6`, `cigarette_freq.sw6`, `cyberbull.sw6`, `feel_no_good.sw6`, 
`activitiy_status_main.sw6`, `feel_wrong.sw6`, `feel_not_concent.sw6`, `feel_restless.sw6`, 
and `sex_CM.sw6`.  
 
These variables will be interpreted in the discussion section.  For reference on the meaning of 
these variables, see Appendix Table 1. 
 
KNN:   
 
The KNN models all performed quite similarly despite using a different value of k for each one 
and despite Model C being created from the 18 variables deemed important per the random 
forest models whereas Models B and C were created using all of the variables.  The three 
models yielded accuracies that were rather high and very similar to one another (minimum 
92.45%, maximum 93.23%).  They also yielded high true negative rates (minimum 98.60%, 
maximum 99.89%), as well as low false positive rates (minimum 0.32%, maximum 1.4%).   
 
However, the true positive rates were low (minimum 4.42%, maximum 8.85%) and the false 
negative rates were very high (minimum 91.16%, maximum 95.58%).  The models’ high true 
negative rates and low false positive rates indicate that models were able to identify true 
negatives well and very infrequently misclassified them as positives.  However, the models’ 
low true positive rates and high false negative rates indicate that the models did not do a good 
job at correctly classifying positive cases.   
 
Classification Trees: 
 
The classification tree models all performed basically the same despite Models A and B being 
created from all of variables and Models C and D being created from the 18 variables 
suggested as important from the random forest modeling.  Their accuracy was good 
(minimum 90.52%, maximum 92.23%) although slightly lower than the accuracies seen for the 
other model types.  The true negative rates were all quite high (minimum 95.75%, maximum 
97.64%), indicating that the models were able to identify true negatives well, although these 
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values were slightly lower than those seen for the other model types.  The classification tree 
models performed better than any other model type in terms of the true positive rate 
(minimum 15.38%, maximum 17.81%), although this rate is still not that impressive.  
Additionally, these models had the lowest false negative rates (minimum 83.00%, maximum 
84.62%).  However, the false positive rates from the classification trees were the highest 
across all the model types (minimum 2.36%, maximum 2.71%).  
 
Although we were intentional in tuning the parameters to see if we could improve model 
performance, the results indicate that our tuning did not induce any improved model 
performance as all of these models performed about the same.  However, it should be noted 
that Model C (`minsplit = 2`, `minbucket = 3`, `cp = 0.001`) performed the best.   
 
The classification trees can be seen in the Appendix in Figures 5-8.  Note that due to the 
number of variables used, they are nearly impossible to read.  However, they were included in 
the Appendix for reference.  
 
Summaries of each classification tree were generated and stored in .txt files which can be 
found in the source files for this project.  These summary files contain the importance values 
assigned to the variables that resulted as important in creating the trees.  Table 6 in the 
Appendix shows the importance value assigned to each variable that arose as important for 
Models A – D.  Using these values, we rank ordered the variables in terms of their importance 
for each model.  We also calculated an average ranking for each variable by averaging across 
the rankings for each model.  Table 7 in the Appendix shows includes the variable rankings 
for each model as well as the average rankings.  In the Appendix, we also include breakout 
tables for each model (Tables 8-11).  Each of these tables shows the importance value 
assigned to each variable that appeared as important as well as the ranking for that variable.  
 
When we look at the average rankings listed in Table 7, we see five variables that show up as 
the most important: `self_harm.sw6` (rank = 1), `SDQ_diff.sw6` (rank = 2), `SDQ_peer.sw6` 
(rank = 3), `kessler_k6_main.sw6` (rank = 4th place, tie), `SDQ_emot_s.sw6` (rank = 4th place, 
tie).  The significance of these variables will be interpreted in the discussion. 
 
Generalized Linear Models: 
 
GLM Model A and B performed very similarly overall even though Model A was created from 
86 variables and Model B was created from 18 variables.  They had high accuracies (93.21% 
and 93.37% for Model A and B, respectively).  Additionally, the specificities, or true negative 
rates, were high (99.13% and 99.45% for Model A and B, respectively), indicating that the 
models were able to identify true negatives well. 
 
The models did a poor job at identifying true positives well, with Model A having a sensitivity 
of 10.84% and Model B having a sensitivity of 8.91%.  These rates are generally better than 
the sensitivities seen for the random forest and KNN models but are worse than those seen 
for the classification trees.  GLM Model A and B had many false negatives (89.07% for Model 
A and 91.09% for Model B), indicating that often, there were cases classified as 0's that were 
actually 1's.   
 
It should be noted that the false positive rates were very low (0.87% and 0.55% for Model A 
and B, respectively) and were comparable to those seen in the random forest and 
classification tree models.  The false positive rate indicates that there were relatively few 
times when cases were predicted to be 1 and they were actually 0. 
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.txt files that contain the summary material can be found in the source files for this project.  
When we look at these files, we can see the variables that are significant.  Using this output 
data, we created Table 12 (see Appendix), which shows the variables that arose as significant 
at the level of p < 0.05 or less.   
 
We see that `self_harm.sw6` (p < 0.001) and `sex_CM.sw6` (p < 0.001 for Model A, p < 0.01 
for Model B) were significant in both models.   
 
Then, in Model A, there are significant variables that appear that do not appear as significant 
in Model B.  These variables are `videogame_weekd_hours.sw6` (p < 0.001), 
`alcohol_ever.sw6` (p < 0.001), `natural_mother_alive.sw6` (p < 0.01), `feel_no_love.sw6` (p 
< 0.01), `antisoc_caution.sw6` (p < 0.05), and `feel_bad.sw6` (p < 0.05). 
 
In Model B, the variables that appear significant are intercept (p < 0.001), 
`activitiy_status_main.sw6` (p < 0.01), `sex_CM.sw6` (p < 0.01), and `cigarette_freq.sw6` (p < 
0.05).  Note that `sex_CM.sw6` was coded as 1 = male, 2 = female.  Therefore, we interpret 
the fact that the intercept is significant to indicate that females showed a higher risk of suicide 
attempt. 
 
The discrepancy between the significant variables that arise for Model A and Model B can, at 
least in part, be explained by the fact that Model A contained all the variables and Model B 
only contained the 18 variables deemed most important by the random forest models. 
 
Summary:  
 
Across all model types and all subsets of data, the models performed similarly.  The models 
excelled at accuracy (minimum 90.52%, maximum 94.24%).  They also excelled with regard 
to the true negative rate/specificity (minimum 95.75%, maximum 99.54%), and false positive 
rate (minimum 0.29%, maximum 4.25%), which indicates that they were able to classify 0’s 
well.  However, the models performed poorly with regard to true positive rate/sensitivity 
(minimum 4.42%, maximum 17.00%) and the false negative rate (minimum 80.57%, 
maximum 95.58%), indicating that they were unable to classify 1’s well.   
 
Across the four model types, the classification trees were best able to identify 1’s, as indicated 
by those models yielding true positive rates/sensitivities higher than those of the other model 
types and false negative rates lower than those of the other model types.  However, the 
classification trees yielded generally lower values for true negative rate/specificity and 
generally higher values for the false positive rate.  
 
In comparing the four model types, the classification models also arguably performed the best 
with regard to identifying 0’s.  While these models yielded slightly low true negative rates 
compared to the other model types (in the 95% - 97% range as compared to 99% for the 
other model types), the false negative rates were noticeably lower in the classification model 
metrics (in the 80% - 84% range, as compared to 89% - 95% range seen across the other 
models).  
 
In picking an overall best model, we put forth classification tree Model C as the best.  This 
model has the highest true positive rate out of any of the models and the lowest false negative 
rate.  Additionally, it has a true negative rate only 2% lower than the other models, and it is 
still quite high (97.35%) and a false positive rate that is relatively low, even though it is one of 
the higher rates across all model types (2.65%). 



 11 

With regard to model creation, we theorized that the models with less variables may perform 
better due to less noise.  However, there was no significant difference in model performance 
between the models constructed from 86 variables and those constructed from 18 variables.  
This tells us that our attempts to reduce noise by using less variables were unsuccessful, and 
also, that more variables didn’t necessarily translate into better model performance.  
Additionally, the results indicate that our manual tuning of hyperparameters was unsuccessful 
in generating meaningful differences in model performance.  
 
With regard to significant variables, 18 variables appeared throughout all four top 15 mean 
decrease accuracy variable importance plots for the random forest models.  These variables 
were used to create KNN Model C, classification tree Models C and D as well as GLM Model 
B.  Table 5 summarizes the important variables from the random forest models, Tables 6-11 
pertain to the important variables identified from the classification tree models, and Table 12 
contains information on the important variables found from the generalized linear models.  
 
Table 13 in the Appendix contains a summary of the most important variables found across 
the various model types.  For each model type, we highlight in orange the value associated 
with the top 5 variable.  In the case of the random forest and classification trees, this value is 
the average ranking associated with the top 5 variable, and for the generalized linear models, 
this value is the p value significance level.  For the generalized linear models, we included the 
variables that were significant at the lowest values of p.  Note that in the case of random 
forest, the averaging and rounding used to produce the average ranking resulted in the fourth 
most important variable having a ranking of 5.  Also, six cells are highlighted because there 
was a tie for the 5th most important variable.  Note that in the cases where a variable was a 
top 5 most important variables for one model type but not for the other model type(s), we 
listed any pertinent data available for the other model type(s) but did not highlight this 
information in orange.  For example, `alcohol_ever.sw6` was one of the top 5 most important 
variables per the generalized linear models, but this variable was not one of the top 5 most 
important variables for random forest nor for classification trees.  However, this variable was 
ranked 8th in variable importance for the classification tree models so we included that 
information (there was no ranking data to report for random forest since this variable was not 
ranked in the top 15 across all random forest models).   
 
The following variables are featured in Table 13:  
 
`self_harm.sw6`, `SDQ_diff.sw6`, SDQ_peer.sw6`, `SDQ_emot_s.sw6`, 
`Kessler_k6_main.sw6`, feel_hatred.sw6`, `SDQ_conduct.sw6`, feel_trust.sw6`, 
`videogame_weekd_hours.sw6`, `alcohol_ever.sw6`, `sex_CM.sw6`.  
 
These important variables will be interpreted in the discussion. 
 
Note that `self_harm.sw6` was the only variable that appeared as important across all models 
created: it received the average ranking of #2 across the random forest models; it was on 
average the #1 ranked important variable for the classification trees; and, it was significant at 
a value of p < 0.001 for both of the generalized linear models.   
 

DISCUSSION 
 
The main goal of this study was to to test the accuracy of varying machine learning models in 
classifying adolescents with suicidal attempts.  We aimed to use different machine learning 
classification techniques than Jankowsky et al. (2023) used so as to add to the literature.  A 
secondary goal was to identify the classification technique most suitable to classifying the 
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outcome variable among the techniques that we used.  Finally, another goal of ours was to 
identify the variables most implicated and important in the predicted classification of an 
individual as either a positive or negative case.   
 
To achieve these goals, we created 13 models: 4 random forest models, 3 KNN models, 4 
classification trees, and 2 generalized linear models.  Most of the models were created using 
all of 86 of the variables, although four of the models (KNN Model C, and Classification Trees 
Model C and D, and GLM Model B) were created using the 18 variables gathered from the 
variable importance plots of the four random forest models to be most important.   
 
Model Performance: 
 
The results indicated that the models generally all performed similarly, even despite some 
models being created from all 86 variables and some from 18 variables.  All models had good 
accuracy (>90%) and performed well at classifying negative cases, as evidenced by the high 
true negative rates and the low false positive rates.  However, the models struggled in their 
ability to correctly classify positive cases, as evidenced by the low true positive 
rates/sensitivities and the high false negative rates.  
 
There can be various goals with models.  For example, a priority can be the correct 
classification of negative cases or instead the correct classification of positive cases.  The 
goal with this study was to prioritize the accurate classification of positive cases.  With this 
goal in mind, we would state that the classification tree models performed the best.  These 
models exhibited higher true positive rates than did the models created by the other model 
types.  In particular, classification tree Model C performed the best with a 19.43% true positive 
rate.  
 
With regard to prioritizing the model’s ability to correctly classify negative cases, there was no 
single model or type of model that performed the best, although the random forest, KNN, and 
generalized linear models all performed slightly better than the classification trees with regard 
to the true negative rate and the false positive rate.  However, given that the differential 
between these models’ true negative rates and the classification tree models’ true negative 
rates, as well as the differential between these models’ false negative rates and the 
classification tree models’ false negative rates, is only approximately 2%, we would still argue 
that the classification trees are the best model type on account of how they excelled with 
correctly classifying positive cases.   
 
Taking all of this into consideration, we put forth classification tree model C as the best model.  
On the one hand it is unsurprising that the classification trees performed well given that they 
have qualities that make them stronger modelling techniques as compared to KNN or 
generalized linear models.  For example, classification trees do not require prior 
preprocessing and are able to handle variable interactions, unlike generalized linear models.  
Moreover they are robust to outliers and data with different scales.  However, we would have 
expected that the random forest models would perform the best given that random forests are 
a collection of many trees.  A possible explanation for why the classification tree models 
performed better than the random forest models could potentially be found in how we 
constructed the random forest trees.  It is possible that by choosing to construct our random 
forest models with relatively high values of `mtry`, the trees were overfit.  A future direction 
could be to keep `mtry` static while we increase the number of trees so as to see how model 
performance is affected since creating more trees translates to more of a reduction in 
variance.  
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Important Variables: 
 
The top 5 variables identified as important for each model type can be seen in Table 13 and 
their definitions can be found in Table 1.  The variables that arose as important make sense in 
the context of the literature.  To start, self-harm (`self_harm.sw6`) was seen as an important 
variable in predicting suicidality across all models.  As Grandclerc et al. (2016), Guertin et al. 
(2001), and Nock et al. (2006) suggest, self-harm and suicidal behavior are often comorbid 
with one another.  Another variable that appears as significant is past alcohol usage, which is 
in alignment with the literature: Galaif et al. (2007) highlight in their review paper that 
substance abuse (including alcohol abuse) is one of the most important risk factors in 
completed and attempted adolescent suicide.   
 
Videogame usage (`videogame_weekd_hours.sw6`) was also found to be associated with 
suicidality in this study.  In terms of videogames, problematic-gaming has been linked to 
suicidal ideation (Erevik et al., 2022).   
 
Additionally, having parents who scored high on the Kessler scale (`kessler_k6_main.sw6`) 
was also associated with positive outcomes in this study.  The Kessler scale is a 
psychological distress scale (Kessler & Mroczek, 1992).  Zhu et al. (2023) posit that there is a 
relationship between parental psychological distress and self-harm and suicide attempts in a 
child.   
 
Sex of the participant (`sex_CM.sw6` was another significant variable that arose, with females 
being at higher risk.  This is in alignment with the literature: Canetto & Sakinofsky (1998) 
discuss the “gender paradox” with suicide, which is that while more females than males 
attempt, males account for more suicides than do females. 
 
High scores on various SDQ scales were also associated with suicide attempts in this study, 
specifically, `SDQ_peer.sw6` (problems with peers), `SDQ_emot_s.sw6` (emotional 
symptoms), and `SDQ_conduct.sw6` (conduct problems).  `SDQ_diff.sw6`, which represents 
the summation of points on the aforementioned three scales as well as the 
hyperactivity/inattention scale (Goodman, 2001), was also associated with suicide attempts.  
This is supported in the literature, with Burón et al. (2011) finding that suicide attempts and 
suicidal ideation were related with the overall difficulties score of the SDQ, mainly on 
emotional symptoms and behavioral symptoms.  With regard to our finding that a high value 
on the SDQ peer scale is associated with suicidality, the literature provides a plausible 
explanation.   Kleiman & Liu (2013) found that social support is a protective factor against 
suicide attempts, with individuals with more social support over 30% less likely to have a 
lifetime suicide attempt compared to those with low social support.  This finding also can be 
used to explain why `feel_trust.sw6` was found to be an important variable, as trust is a 
component of social support.   
 
`feel_hatred.sw6`( "I hated myself") was also found in our study to be associated with suicide 
attempts.  There is support for this finding in the literature, with Lieberman et al. (2023) finding 
in individuals with bulimia nervosa that self-hate was significantly related with suicidal 
behavior, and with Turnell et al. (2019) finding that high self-hate was associated with suicidal 
ideation.   
 
There are other variables that arose as important but that weren’t in the top 5 most important 
variable grouping across all models.  We will discuss a few of them here.  For example, 
cigarette frequency (ranked 11th for the random forest models, ranked 7th for the classification 
tree models, and with significance of p < 0.05 for GLM Model B), was found to be associated 
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with suicide attempts by Peprah et al. (2023).  Bullying was also found to be associated with 
suicide attempts in our study.  `brother_bull.sw6` (how often the participant got bullied by 
siblings) and `cyberbull.sw6` (how often the participant was bullied online) were tied with other 
variables for 5th place in the classification tree average rankings.  With regard to bullying, the 
literature shows that youth who report frequently bullying others and being bullied are at 
increased risk of suicide-related behavior (Center for Disease Control and Prevention, 2014). 
 
Antisocial behavior was another variable identified as significant through this study.  
`antisoc_police.sw6` (“Has CM been stopped or questioned by police”) and 
`antisoc_rude12.sw6` (“Past 12 months: CM has been complained for being rude/noisy in 
public?”) were tied for 8th place average ranking for the classification trees.  Additionally, for 
GLM, `antisoc_caution.sw6` (“Has CM ever been given a formal warning or caution from 
police”) was significant at the level of p < 0.05 for GLM Model A.  The literature shows that 
antisocial behavior has been found to be strongly related to adolescent suicide (Marttunen et 
al., 1994).   
 
Limitations and Future Directions: 
 
There are a number of limitations with this work that should be considered.  The first topic has 
to do with the way that missingness and imputing the data were handled.  The rationales 
behind removing rows with all NA’s, selecting columns based on low levels of missingness, 
and imputing the data have already been stated in the Methods section.  Therefore, we bring 
up this topic in the limitations section simply to point out that a more rigorous approach could 
have been taken to handling missing data and imputing data.  This is perhaps the most critical 
limitation that we have to put forth for this report.  For example, the correlations between 
variables could have been examined prior to imputation and missing data patterns could have 
been looked for.  However, these steps weren’t taken due to the vast number of variables we 
were working with.  Also, we could have fit a model to each of the imputed data sets and 
pooled the results together when modeling. 
 
Another limitation of high level importance in this work is the fact that model tuning was not 
done through sophisticated hyperparameter tuning approach and that rather, a manual 
approach was taken.  Consequently, a future direction would be to perform hyperparameter 
tuning on our models. 
 
Additionally, we would like to acknowledge that the foci of this project changed somewhat 
from the writing of the initial proposal to the final product.  Initially, we were interested in 
predicting suicide attempts as well as non-suicidal self-harm risk, hence the title of this 
project, “Use of supervised learning to predict suicidal and non-suicidal self-harm risk”.  
However, after submitting the proposal, we discovered that it would be more difficult than 
originally conceived to predict non-suicidal self-harm risk.  There were 8 variables associated 
with self-harm and in order to perform classification techniques, we would have needed to 
create an index for self-harm.  For example, this could have taken the form of assigning a 1 to 
an individual who exhibited 3 or more types of self-harm and a 0 to those who exhibited less 
than 3 types of self-harm.  However, we decided that this would be a very imperfect way to 
predict self-harm risk, and as a result we did not feel comfortable proceeding with the 
analyses.   
 
Rather than take a considerable amount of liberties in pursuing predictions of self-harm risk, 
we decided to amplify the work done to predict suicide attempts.  Therefore, even though we 
originally only planned on performing two classification techniques, we expanded the work to 
include four classification techniques.   
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Something else that ought to be discussed, although it is not a limitation, is the lack of positive 
cases in the response variable.  Note that the lack of positive cases is inherent to the 
phenomenon of suicide.  Recall that negative cases account for 93.32% of the data while 
positive cases account for only 6.68% and that in both test sets, there were only 247 positive 
cases.  This vast difference can likely explain all of the models’ poor performance with regard 
to maximizing the true positive rate and minimizing the false negative rate.  A future direction 
could be to impute the data in such a way as to artificially create more positive cases.  This 
would allow for the models to have a better chance at correctly classifying the positive cases, 
and in turn would allow us to learn more about the model type that may be the most helpful for 
predicting suicidality, as well as the variables most implicated.  
 
In this same vein, we have to take the variables deemed to be important (per the random 
forest models, the classification trees, and the generalized linear model) with some caution, 
given that there were indeed so few positive cases.  It is possible that the important variables 
would change if the analyses were run with more positive cases. 
 
An additional limitation has to do with the fact that more models could have been run in order 
to diversify the variables used in creating the models.  Most of the models were created with 
all 86 variables while four of them (KNN Model C, classification trees Model C and D, and 
GLM Model B) were created from the 18 important variables identified in the random forest 
models.  The approach taken is completely reasonable, and a future direction could be to 
create even more models.  For example, perhaps 10 random subsets of 20 variables could be 
taken from the 86 variables.  The benefit in reducing the number of variables used to create 
models would be to reduce runtime for creating random forest models, to simplify the 
modeling (instead of having so many variables) and to see if the same variables appear as 
significant across the subsets that they show up in.  
 
Moreover, a future direction could be to include more variables from wave 6, and to include 
variables from wave 7 as well, and perhaps also data from earlier waves.   
 
Another future direction could be to perform a Generalized Additive Model (GAM) for the 
purpose of supervised learning.  Also, a potential future direction that could be of interest 
would be to perform unsupervised learning, for example KNN clustering, hierarchical 
clustering, or principal component analysis to see what sort of groups are formed, and then to 
see the proportions of positive and negative cases found in each cluster. 
 

CONCLUSION 
 

Suicide occurs globally and is on the rise.  Prevention and risk-identification efforts are 
essential to reducing the prevalence of suicides.  The present work sought to extend the work 
done by Jankowsky et al.’s (2023) their exploration of predicting suicidality from the MCS data 
set.  The present work differed from Jankowsky et al.’s (2023) work in the decision to focus on 
a relatively small subset of variables and with regard to the classification methods employed.  
Three of the four methods that we employed – KNN, classification trees, and generalized 
linear models – were not used by Jankowsky et al. (2023).  This work adds to the literature of 
using machine learning techniques to predict suicidality and provides many future directions 
for additional research.  Additionally, the present study adds to the body of literature about 
risk factors for suicidality through the identification of important variables. 
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APPENDIX 
 
Table 1 
Description of variables (only those that appeared as important in any model) 

 
Note. Variables are listed in alphabetical order. 
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Table 2  
Distribution and counts of negative and positive cases in training and test sets 

 
 
 
Table 3 
Description of models 

 
Note. “All” variables refers to the 86 variables that were identified for use in modeling after 
consulting with the professional advisor.  Through his advice and domain knowledge, the data 
set was reduced from the 126 variables that met the <15.00% missingness criteria to 86 
variables. 
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Table 4 
Metrics for model performance 

 
Note. The values listed in this table are percentages. 
 
 
Table 5 
Important variables from random forest models, sorted by average ranking from highest to 
lowest 

 
Note.  This table contains the 15 variables identified from the mean decrease accuracy 
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variable importance plots for each model.  The rank of the variable as it appears in these plots 
is listed for each model.  The average ranking was computed by averaging across all models 
for a given variable.  In the case of average rankings that were decimals, we rounded up.  The 
table is sorted by the variables’ average ranking from highest to lowest.  
 
 
Table 6 
Variables identified as important in classification tree models with their importance values – all 
models summary view 

 
Note.  These data can be found in the .txt files containing the output generated from running 
the `summary` function on the classification tree objects.  These files can be found in the 
working directory.  In this table, higher values indicate more importance.  Note that the highest 
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value assigned varies between the models.  The 18 variables identified from the random 
forest models as being important are highlighted in yellow.  This table is sorted alphabetically 
by variable name. 
 
 
Table 7 
Classification tree important variables ranked by importance, with average ranking across all 
models – all models summary view 

 
Note. Important variables are ranked from most important (smallest value) to least important 
(largest value) for each model.  The average ranking was computed for each variable by 
averaging the rankings of all the models.  In the case of average rankings that were decimals, 
we rounded up.  The 18 variables identified from the random forest models as being important 
are highlighted in yellow.   
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Table 8 
Variables identified as important in classification tree Model A – importance value and ranking 

 
Note.  This table is sorted from most to least important variables.  The importance value 
comes from the output file and the ranking simply ranks the variables in order of their 
importance.  Variables that appear in the list of 18 variables identified from the random forest 
models as being important are highlighted in yellow. 
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Table 9 
Variables identified as important in classification tree Model B – importance value and ranking 

 
Note.  This table is sorted from most to least important variables.  The importance value 
comes from the output file and the ranking simply ranks the variables in order of their 
importance.  Variables that appear in the list of 18 variables identified from the random forest 
models as being important are highlighted in yellow. 
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Table 10 
Variables identified as important in classification tree Model C – importance value and ranking 

 
Note.  This table is sorted from most to least important variables.  The importance value 
comes from the output file and the ranking simply ranks the variables in order of their 
importance.  Variables that appear in the list of 18 variables identified from the random forest 
models as being important are highlighted in yellow, and consequently, all variables are 
highlighted in yellow because Model C was created only from these variables.   
 
 
Table 11 
Variables identified as important in classification tree Model D – importance value and ranking 

 
Note.  This table is sorted by most to least important variables.  The importance value comes 
from the output file and the ranking simply ranks the variables in order of their importance.  
Variables that appear in the list of 18 variables identified from the random forest models as 
being important are highlighted in yellow, and consequently, all variables are highlighted in 
yellow because Model D was created only from these variables.   
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Table 12 
Variables identified as important from the generalized linear models 

 
Note.  This table is sorted alphabetically by variable name.  p < 0.001 is represented by ***, p 
< 0.01 is represented by **, and p < 0.05 is represented by *.  Variables that appear in the list 
of 18 variables identified from the random forest models as being important are highlighted in 
yellow.  Recall that Model B was created from these variables.   
 
 
Table 13 
Most important variables that appear in the random forest, classification tree, and generalized 
linear model types 

 
Note. This table shows the top 5 most important variables found for each model type.  For 
each model type, we highlight in orange the value associated with the top 5 variable.  In the 
case of the random forest and classification trees, this value is the average ranking 
associated with the top 5 variable, and for the generalized linear models, this value is the p 
value significance level.  For the generalized linear models, we included the variables that 
were significant at the lowest values of p.  Note that in the case of random forest, the 
averaging and rounding used to produce the average ranking resulted in the fourth most 
important variable having a ranking of 5.  Also, six cells are highlighted because there was a 
tie for the 5th most important variable.  Note that in the cases where a variable was a top 5 
most important variables for one model type but not for the other model type(s), we listed any 
pertinent data available for the other model type(s) but did not highlight this information in 
orange.  For example, `alcohol_ever.sw6` was one of the top 5 most important variables per 
the generalized linear models, but this variable was not one of the top 5 most important 
variables for random forest nor for classification trees.  However, this variable was ranked 8th 
in variable importance for the classification tree models so we included that information (there 
was no ranking data to report for random forest since this variable was not ranked in the top 
15 across all random forest models).   
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Figure 1 
Variable importance plot from random forest Model A 

 
Note. The 18 variables identified across the random forest variable importance plots were 
identified solely from the mean decrease accuracy plots.  No attention was paid to the mean 
decrease Gini plots in determining the most important variables. 
 
Figure 2 
Variable importance plot from random forest Model B 

 
Note. The 18 variables identified across the random forest variable importance plots were 
identified solely from the mean decrease accuracy plots.  No attention was paid to the mean 
decrease Gini plots in determining the most important variables. 
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Figure 3 
Variable importance plot from random forest Model C 

 
Note. The 18 variables identified across the random forest variable importance plots were 
identified solely from the mean decrease accuracy plots.  No attention was paid to the mean 
decrease Gini plots in determining the most important variables. 
 
Figure 4 
Variable importance plot from random forest Model D 

 
Note. The 18 variables identified across the random forest variable importance plots were 
identified solely from the mean decrease accuracy plots.  No attention was paid to the mean 
decrease Gini plots in determining the most important variables. 
 
 
 
 
 
 
 
 
 
 



 31 

 
Figure 5 
Classification tree Model A 

 
 
Figure 6 
Classification tree Model B 
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Figure 7 
Classification tree Model C 
 

 
 
Figure 8 
Classification tree Model D 
 

 


