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Despite the fact that cancer classification has considerably improved, nowadays 
a general method that classifies known types of cancer has not yet been 
developed. In this work, we propose the use of supervised classification 
techniques, coupled with feature subset selec-tion algorithms, to automatically 
perform this classification in gene expression datasets. Due to the large 
number of features of gene expression datasets, the search of a highly 
accurate combination of features is done by means of the new Estimation of 
Distribution Algorithms paradigm. In order to assess the accuracy level of the 
proposed approach, the 7W«e-Bm/es classification algorithm is employed in a 
wrapper form. Promising results are achieved, in addition to a considerable 
reduction in the number of genes. Stating the optimal selection of genes as a 
search task, an automatic and robust choice in the genes finally selected is 
performed, in contrast to previous works that research the same types of 
problems. 
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1. Introduction 

Cancer classification is based basically on the morphological appearance of the 

tumor. However, tumors with a similar appearance present different responses to 

therapy. This fact makes a correct cancer classification very important. The gene 

expression data can be used to learn classification models to aid cancer classification 

Taking into account that one pattern only belongs to one class (or type of cancer), 

the probabilistic approach to the supervised classification problem is reduced to 

find c* such as: 

c* = argmaxp(C = c | % i = zi,... ,%n = %n) 

where C is the cancer class feature and % ¿ (z = 1,2,..., n) is the variable related 

to the ¿th gene expression data. Nevertheless, depending on the model and the 



number of features (and their values) of the data set, the solution of the previous 

problem might require a large number of instances in order to reliably estimate the 

parameters needed to learn the joint probability distribution. 

The previous approach to cancer classification is known as class prediction, 

that is, the assignment of tumor cases to already known cancer types. Cancer 

classification involves another task: class discovery or the finding of the unknown 

types of cancer in a data set. Class discovery is related to the ñeld known as 

unsupervised classification or cluster analysis and class prediction is related to 

supervised classification. In this work, we focus on class prediction and propose 

techniques connected with supervised classification. 

During the last few years, the number of biological data sets has grown 

spectacularly due to the advances on data acquisition technologies and the advances 

in digital storage and computing. Genome sequencing is one of the biological tech

niques with the most improvement. These advances have led to the development 

of the D M A microarroi/. D N A microarrays have drastically changed biological and 

medical research. Now, it is possible for the observation and the measurement of the 

expressions levels of thousands of genes simultaneously in an organism. A systematic 

and computational analysis of these microarray datasets is a new and interesting 

way of understanding the underlying biological processes. 

D N A microarray examples are obtained by the hybridization of the studied 

tissues to the microarray, binding them to the complementary probes affixed to the 

microarray surface. The arrays are then scanned, producing a fluorescent image: 

this fluorescent intensity at any particular probe location indicates the relative 

concentration of the complementary D N A sequence in the tissue. 

D N A microarray datasets can be an appropriate starting point to carry out 

systematic and automatic cancer classification^ as a result of the techniques 

implied with the analysis of gene expression datasets. This analysis^ involves 

class prediction, regression, feature selection, outlier detection, principal component 

analysis, discovering of gene relationships and cluster analysis. 

O n the other hand, gene expression data from D N A microarrays are characte

rized by a large number of genes (or variables or features) on few experiments. The 

number of genes in a single array are typically in the thousands. Thus, the question 

is whether all features (or genes) are "useful" to correctly classify new instances. The 

Feature Subset Selection problem (FSS) tries to answer this question by searching 

for the best subset of features for a data set and a learning algorithm.^? 

Obviously, FSS has several advantages. A number of them being the improve

ment of the comprehensibility of the final classification model, its faster induction, 

and an improvement in classification accuracy. 

Several classification algorithms can be chosen to solve the supervised classi

fication problem. Mwue-Boi/e^ is a paradigm based on the conditional indepen

dence of the predictive features given the class. Thus, the number of parameters to 

estimate the joint probability distribution is considerably reduced. 



The aim of this work, i.e. a feature subset selection to maximize the classifica

tion model accuracy, can be expressed in the form of a search problem^ with the 

objective function being the accuracy of the proposed subset of genes. In our work, 

the search engine is the novel Estimation of Distribution Algorithms (EDAs).^ 

E D As have been successfully used in similar ESS problems.^ However, due to the 

large number of genes involved in the D N A microarray datasets, the initialization of 

the genes' probabilities is a crucial point: four types of initializations are proposed, 

three of them based on the results of a classic greedy search algorithm. To guide the 

search, a wrapper approach over maiwe-Bai/ea is used. In previous w o r k s ^ ^ these 

kinds of problems were not based on a search task, but they perform a somewhat 

arbitrary choice in the finally selected number of genes. In the actual paper, an 

automatic and robust choice is performed with the use of a search technique. 

T w o different well-known gene expression dátasete are used to test the proposed 

approach. The first dataset, related to colon cancer^ haa 62 instances involving 

2,000 predictive features or genes (gene expression length) and the claas indicates 

whether the patient suffers from cancer or not. The second dataset is related to 

leukemia^: 72 instances containing 7,129 predictive features or genes (gene expres

sion length) are presented and the class shows the kind of leukemia suffered: A M D 

or ALL. The experimental results suggest that the accuracy of maiwe-Bai/ea clas

sifier is improved (better than 90%) with a significant reduction in the number of 

features involved in the learning (less than 20 in all runs). 

The work is organized as follows: the next section presents the wrapper 

approach, naive-Bayes supervised paradigm and EDAs. Section 3 presents the 

integration of these elements to carry out ESS, employing four different initializa

tion methods. Section 4 shows the experimental results. W e end up with conclusions 

and suggested future work. 

2. Wrapper, Naive-Bayes and E D A Paradigms 

2.1. T%e wrapper approach 

In all problem domains, irrelevant features can degrade the predictive accuracy 

of learning algorithms. Features, whose information contribution is overlapped or 

repeated, can act in the same way. Algorithms such as maiwe-Bai/ea are robust with 

respect to irrelevant features but very sensitive to correlated features. 

This lack of accuracy can be improved if the learning algorithm only uses ad

equate features. 19 For this purpose, a feature selection process is required. FSS 

can be used to ñnd a feature subset that maximizes the predictive accuracy of 

the classification model built over this subset. From this point of view, FSS can 

be faced as a search problem where each point of the search space represents a 

feature subset.^ 

The aim of the search is to maximize the performance of the classifier. A number 

of evaluation functions carry out this goal by looking only at the intrinsic characteri

stics of the data and measuring the power to discriminate among the classes of the 
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Fig. 1. General schemes for feature subset selection: (a) Wrapper and (b) fiKer ̂ iproaches. 

problem involved. These kinds of evaluation functions are known as /(¿¿er functions. 

However, Kohavi and John^^ reported that when the goal is to maximize the accu

racy of the classification model, FSS should depend not only on the features and 

the concept to learn, but also on the characteristics of the classifier. This allows for 

the development of the wrapper approach: when a feature subset is selected by the 

search algorithm, its predictive accuracy is estimated with respect to the supervised 

classification algorithm proposed to generate the final model. Figure 1 shows the 

differences between the wrapper and niter approaches. 

The wrapper approach is not very popular for D N A microarraya but a few works 

use it^'^'^ ¡¡2 order to improve the final accuracy of the classification model. 

2.2. T%e nozue-Bo^/ea p o m d x g m 

The goal of a supervised classification algorithm is to build a classification model 

using a data set. This model is used to predict the class of new instances. From a 

probabilistic perspective, the class chosen, c*, for a given new instance will be the 



class with the highest a poaZenon probability, given the values of the predictive 

features: 

c* = arg maxp(C = c | %i = %i,...,%» = z»). 

The cost of the estimation of the class depends on the complexity of the model 

and the assumptions over the data. 

TVmbe-Ba^es is a supervised classification algorithm built over the assumption 

of conditional independence of the predictive features given the class. Although 

this assumption is violated in numerous occasions, this fact does not degrade the 

performance of the paradigm in many situations.^'^ Under this assumption, the 

prediction of the class for an unseen instance is simplified. 

W h e n the predictive features are discrete the predicted class for an unseen 

a; = (%i, %2, - - -, %n) test instance is as follows: 

c* = argmaxp(C = c) P [ p A \ | c = c W 

where PA\|c=c(%«) represents the conditional probability of %« = %« given that 

C = c. 
In the case that the predictive features are continuous: 

c* = argmaxp(C = c) ] J y A \ | c = c W 

where /a\|c=c(:c¿) represents the density function of the ith feature conditioned on 

C = c. In this work, we assume that the previous density conditioned functions 

follow a normal distribution. That is, for all * = 1,... ,n and c = 0, f: 

In both cases, with predictive features (either discrete or continuous), the 

parameters are estimated by means of their maximum likelihood estimates. In the 

case of discrete features, the parameters are calculated from its relative frecuencies. 

In the case of continuous features, the parameters are determined using the means 

and the sample variance of the corresponding feature conditioned to class value. 

2.3. JGstimation o/ distribution afgorit/ima 

A new approach in evolutionary computation to solve optimization problems is 

Estimation of Distribution Algorithms (EDAs).^'^'^ ^ ^ birth is motivated by 

the difficulty in choosing the optimal parameters in Genetic Algorithms and the 

impossibility to predict the movements of the populations in the search space.^° 

Although they are based on populations, there are neither crossover nor muta

tion operators in E D As. Instead, the new population of individuals is sampled from 

a probability distribution, which is learnt from a number of selected individuals for 

each generation. 



1. Do 4— Generate M individuals randomly (the initial population) 

2. Repeat for Z = 1,2,... until the stopping criterion is met: 

2.1. D ^ -«— Select AT < M individuals from D;_i according to 

the selection method 

2.2. ̂ ¡(x) = p(x|D^fJ ^- Estimate the probability distribution 

of selected individuals 

2.3. D; ̂ - Sample M individuals from p;(x) (the new population) 

Fig. 2. Pseudo-code for EDA approach. 

Figure 2 shows the basic scheme of the E D A paradigm. In the first step, M 

individuals are generated at random, for example, from a uniform distribution for 

each feature. These M individuals constitute the initial population Do, and each 

is evaluated. In an iterative process until the stopping criterion is met, we repeat 

the following steps: first, a number N (N < M ) of individuals are selected usually 

those with the best objective function values. Second, a n-dimensional probability 

distribution is learned from the selected individuals. Finally, M new individuals (the 

new population) are obtained from sampling the probability distribution learnt in 

the previous step. 

The estimation of the joint probability distribution associated to the selected 

individuals is the bottleneck of EDAs. Different ways in estimating this joint 

probability exist, with different assumptions on the interrelations among the 

features of the individuals. 

The simplest assumption that can be made over the variables is their inde

pendence. In this way, the new individuals can be generated by sampling from 

the univariate probability distribution of each variable. The Univariate Marginal 

Distribution Algorithm ( U M D A ) ^ works in this way. It estimates the joint 

probability distribution of the selected individuals at each generation, p;(x) in the 

following form: 

WW=xx i D-)=f^ i %) - n ^ ^ j ^ " ) 

where 

Í 1 if in the Vth case of DF"\ , %¿ = %j 
^(%, = ̂ |Dñ) = 

I 0 otherwise. 

That is, the joint probability distribution of the selected individuals at each 

generation, p¡(x) is factorized as a product of independent univañate marginal 

distributions. Each univariate marginal distribution is estimated from marginal 

frequencies. 
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Fig. 3. FSS by the EDA (UMDA) approach. 

Due to the wide dimension of our genomic databases, the use of an E D A 

approach covering the interrelations of order, two or more among the variables of 

the problem, is discarded.^ Moreover, the number of parameters needed to estimate 

these multivariate relations might also be large. 

Figure 3 reviews the proposed approach to select features by means of the E D A 

( U M D A ) algorithm. 

3. Proposed Approach 

Taking the wide dimension of the problem into account, an appropriate initialization 

of the search can save a great deal of computation timeV In this work, the search 



initialization is based on the simulation of a probability distribution for each feature 

or gene. W e compare four different initializations, three of them based on the results 

of a F S S greedy algorithm and maice-Bai/ea. 

Greedy algorithms are deterministic algorithms, that is, over a ñxed dataaet 

and with the same initial conditions, always give the same solution. Sequential 

Forward Selection (SFS)^ is a claaaic greedy search algorithm which starts from 

an empty subset of features and sequentially selects features until no improvement 

is achieved in the evaluation function value. In this work, the objective function is 

the estimated accuracy of the classification model built with the selected features. 

Based on the feature subset obtained by SFS, three initializations for E D A s are 

proposed: 

* init-A 

This initialization assigns the same probability to all the features of the dataset. 

This probability is calculated taking the number of selected genes by SFS into 

account. In the individuals of the first population of EDAs, all the genes have 

the same probability of being chosen. 

* init-B 

In this case, all the genes of the dataset are handled in the same way. The 

probability assigned to each gene Gj, is determined by means of the estimated 

accuracy of the classification model built only with the class variable and G, (this 

means, that the rest of genes or features are rejected and the assigned proba

bility is proportional to Acc(Q)). With init-B, the genes with a higher estimated 

accuracy appear more frequently in the individuals of the first population of 

EDAs. 

* init-C 

Finally, init-C differentiates between the selected features by the SFS and the 

non-selected features. The selected features are assigned with a probability pro

portional to the improvement of the estimated accuracy when added to the 

classification model. That is, if Ad¿ is the classification model with ¿ features 

and the feature Gj is added to the claaaiñer then, G\ is assigned with a probabi

lity proportional to Acc(A4t U G\) — Acc(A^t). 

The non-selected features have a probability of being chosen in the first 

population of E D A s proportional to 1 — Acc(A4), where A4 is the classification 

model built with the features selected by SFS. 

It must be noted that for three initializations methods, the expected number of 

selected genes in each individual of the first population of E D A s is the number of 

features finally selected by SFS. 

Apart from these initializations, the init-0 is not dependant on the feature 

subset obtained by SFS. In this initialization, each feature or gene is chosen with 

a probability of 0.5. This means that, in the individuals of the first population of 

EDAs, the expected number of selected genes is the half of the total number of 

genes. 



In the proposed E D A approach, the population size is fixed to 100 individuals, 

and 50 individuals are selected in order to learn the probability distribution. The 

search stops when the sum of the scoring function of the previous population is 

equal to the sum of the scoring function of the current population. 

Each solution is evaluated to measure the accuracy of the built model by means 

of ¿eaue-ome-ou¿.^ If we denote the number of instances as Mc, this kind of cross-

validation builds a model with M^ — 1 instances of the dataset and tests it with 

the remaining instance, leaving out one different instance n,c times aa a test ¡set. 

The accuracy of the classification model built with the M^ instances is estimated by 

the percentage of correctly classified instances obtained with the n,c models induced 

with Mc — 1 instances. 

4. Experimentation in Oncology 

The proposed approach has been carried out over two well-known biological data 

sets. The first was presented by Alón e¿ of. in 1999.* This data set is composed 

of 62 instances of colon cancer patients. Each instance is characterized by 2,000 

predictive genes, each being related to the numeric expression of a certain gene. 

The task to be predicted is if patients suffer from colon cancer disease. 

The ¡second data set was proposed by Golub e¿ oí in 1999.^ It contains 72 

instances of leukemia patients involving 7,129 predictive genes, each being related 

to the numerical expression of a certain gene. The class to be predicted is the 

specific type of leukemia: A M L or ALL. 

The aim of this work is to reach the best accuracy in order to classify the data 

sets. Due to the fact that nothing is known on the separability of classes in both data 

sets, we focus our empirical study on the accuracy and the number of generations 

required. 

In order to validate the built model by means of a leave-one-out cross-validation, 

we merge the train set and the test set used in the literature into one data set. 

For the discrete mai^e-Bayea models, each feature is discretized into two values 

taking its corresponding median into account. 

Although, Colon and Leukemia data sets are well-known sets used previously 

in the literature, an exhaustive comparison among the results of this work and the 

results of the literature is not a fair comparison due to the different methodologies 

applied. However, competitive results are achieved with both datasets. The results 

for Leukemia can be consulted, for instance, in Refs. 6, 15, 23, 27 and 30. For Colon 

dataset, the following papers can be seen: Refs. 5, 6 and 15. 

Table 1 shows the results of ¿eoue-ome-oui with all the features of the problem 

domain and with the features selected by SFS. The results support the fact that 

^http://microarray.primcetom.edu/oncology/affydata/index.html. 

^http://www-genome.wi.mit.edu/cgi-bin/cancer/publicatioma/pub.paper.cgi?mode=view&pa-

per_id=43. 

http://microarray.primcetom.edu/oncology/affydata/index.html
http://www-genome.wi.mit.edu/cgi-bin/cancer/publicatioma/pub.paper.cgi?mode=view&pa


Table 1. Results of ¿eoue-One-Ou( with all the features and with the 

features selected by SFS. 

DATA TYPE ALL FEATURES SFS 

Accuracy n. feat. Accuracy n. feat. 

Colon Discrete 70.97 2000 91.93 5 

Continuous 53.23 2000 95.83 3 

Leukemia Discrete 63.89 7129 98.61 G 

Continuous 84.72 7129 87.09 2 

Table 2. Best estimated accuracy and corresponding number of features. 

INIT. 

init-0 
init-A 
init-B 
Lnit-C 

Colon 

Discrete 

ACC. 

67.74 
95.1G 
95.1G 
91.93 

FEA. 

985 
13 
13 
5 

Cont: 

ACC. 

74.19 
98.39 
98.39 
95.1G 

nuous 

FEA. 

1069 
6 
10 
3 

Leukemia 

Discrete 

ACC. 

45.8 
100 

98.61 
98.61 

FEA. 

3402 
8 
15 
6 

Continuous 

ACC. 

76.39 
100 
100 
98.61 

FEA. 

3587 
10 
11 
4 

not all the features are relevant in order to learn the classification model or the 

existence of redundant features. 

These results follow the findings of Refs. 10 and 30, relating the low number of 

features needed to improve the accuracy of the whole feature set. 

For each dataset and initialization method, ten E D A independent runs have been 

executed. Table 2 shows the estimated accuracy of moi^e-Boi/ea and the number of 

selected features for the best run of each initialization method. Table 3 shows the 

estimated average accuracy, the number of selected features for the ten executions 

of each initialization method and the average generation where the best solution 

on the execution is shown. 

Although E D As, in the continuous model, do not report a significant accuracy 

improvement with respect to SFS in the Colon dataset, the opposite behavior, 

obtaining a significant accuracy improvement by E D A techniques, is shown in 

Leukemia domain. However, the use of an extremely low number of features is not 

recommended in previous works^: this is because the use of a very small number of 

genes (Ref. 10 ñx 10) may produce a classification model which depends too heavily 

on any gene, producing spuriously high prediction strengths. 

Previous work in this type of problems^'^ warn us about their somewhat 

arbitrary choice in the finally selected number of genes. Thus, stating the problem 

aa a search task and waiting until convergence, a robust and automatic criteria is 

adopted to carry out this selection, obtaining competitive results with previously 

cited works. 

W e carry out the KruskaH-WaHis^^ test over the results of A, B, and C ini

tializations. Table 4 reports the p-values, which indicate the probability that one 



Table 3. Average results: estimated accuracy and number of features. Average 

generation where the best solution of the run appears. Standard-deviation of 

averages is also reported. 

DATA 

Colon 

Leukemia 

TYPE 

Discrete 

Continuous 

Discrete 

INIT. 

init-0 

mit-A 

mit-B 

mit-C 

init-0 

mit-A 

mit-B 

mit-C 

init-0 

mit-A 

mit-B 

mit-C 

ACC. 

64.5 ±0.2 
91.9 ±0.1 
91.2 ±0.2 
90.9 ±0.1 

64.9 ±10.5 

95.0 ±2.3 
94.7 ±2.9 
93.4 ±1.6 

44.0 ±0.1 
97.2 ±0.1 
96.9 ±0.1 

98.6 ±0.0 

FEA. 

987 ±39.1 
11.9±4.1 
11.8 ±3.2 
6.3 ±1.6 

1035 ± 52.4 

7.1 ±2.1 
7.2 ±2.4 
6.0 ±1.9 

3476 ±57.0 
14.6 ±3.6 
14.8 ±3.6 
8.1 ±1.8 

GENERAT. 

29.0 ±6.9 
13.0 ±4.0 
11.8±3.2 
3.9 ± 1.6 

19.14 ±8.7 

15.2 ±4.6 

12.7±6.9 

12.8 ±5.0 

18.2 ±6.7 

14.2 ±4.2 

12.9 ±4.7 

3.3 ± 1.2 

init-0 

Continuous init-A 

mit-B 
mit-C 

75.9 ±0.8 
98.8 ±1.8 
98.8 ±1.5 
96.3 ±1.1 

3561 ±35.9 
11.0 ±3.6 
11.8 ±3.2 
3.7±1.1 

9.3 ± 1.5 
18.1 ±5.7 
16.3 ±3.6 
5.9 ±5.0 

Table 4. 

DATA 

Colon 

Leukemia 

Table 5. p 

DATA 

p-values when comparing A, 

INIT 

Discrete 
Continuous 

Discrete 
Continuous 

-values when 

INIT 

A C C U R A C Y 

p = 0.440 
p = 0.232 

p = 0.004 
p = 0.003 

B and C initializations. 

FEATURES 

p = 0.002 
p = 0.446 

p = 0.001 

p < 0.001 

GENERAT. 

p < 0.001 
p = 0.187 

p < 0.001 
p < 0.001 

comparing discrete versus continuous models. 

DISCRETE versus CONTINUOUS 

Accuracy 

Colon 

Leukemia 

init-0 

init-A 

mit-B 

mit-C 

init-0 

init-A 

mit-B 

mit-C 

p = 0.47 

p = 0.007 

p = 0.043 

p = 0.001 

p = 0.017 

p = 0.063 

p = 0.089 

p < 0.001 

p = 0.042 

p = 0.009 

p = 0.004 

p = 0.631 

p = 0.017 

p = 0.063 

p = 0.075 

p < 0.001 

p = 0.174 

p = 0.353 

p = 0.631 

p < 0.001 

p = 0.067 

p = 0.075 

p = 0.063 

p = 0.218 

initialization is better than the others, where a p-value of 0.05 indicates that the 

compared initializations are different with a probability of 95%. 

In the Colon database, we only obtained significant differences (p < 0.05) in the 

discrete model in relation to the number of features and the number of generations 
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Fig. 4. The evolution of the best accuracy found in colon dataset: (a) Discrete, (b) Continuous. 
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needed for convergence. In the Leukemia database, the test showed that the 

differences in all criteria with respect to the three initializations are statistically 

significant in the two ways of making the classification: when the dataset is discrete 

and when it is continuous. 

Table 5 shows the results obtained when applying the Mann-Whitney^ test in 

order to compare the behavior between the discrete and continuous maibe-Bai/ea 

models. 

In the Colon database, we found statistically significant differences in relation to 

the accuracy of the model for the initializations init-A, init-B, and init-C obtaining 

the best results in the case of continuous maibe-Bai/es. With respect to the number 

of selected features by the E D A , in init-A and init-B initializations, the continuous 

naibe-Bayes model needs significantly more features than its corresponding discrete 

model. Finally, regarding the number of generations needed until convergence is 

reached, the differences are statistically significant for initialization init-C where 

the discrete ma*be-Ba;/ea needs a larger number of generations. 

In the Leukemia database, we find that the differences are only statistically 

significant in the case of initialization init-C with respect to the accuracy of the 

model — better result for the discrete maibe-Bai/ea — and the number of features 

— less features for the continuous ma*be-Ba;/ea. 

Figures 4 and 5 show a typical run of the evolution of the best accuracy found 

in the search process. In Fig. 4, the evolution of the Colon dataset is depicted. In 

Fig. 5, the evolution of the Leukemia dataset is drawn. These figures display how 

the initialization is used to guide the search in the first steps of the process. W e 

can see in all the cases that with init-A, init-B and init-C the best solutions in 

the first generations are more accurate than with init-0. This demonstrates that 

more precise solutions can be found during the search processes. 

5. Conclusions and Future W o r k 

A n application of the E D A approach (by its U M D A algorithm) to select a highly 

accurate combination of genes in two high-dimensional, well-known gene expression 

level dátasete is carried out. The selection of genes or features is performed within 

a wrapper approach with respect to the maibe-Bai/ea supervised classification algo

rithm. Four different approaches, three of them inspired on a sequential selector, 

are compared in order to initialize the E D A search. 

The findings of previous works on the same datasets are confirmed/^ noting 

that with a low number of genes, the accuracy level of the whole set is significantly 

improved. In contrast to these works, stating the selection of genes as a search taak, 

an automatic and robust selection of the final number of genes is performed. 

This work can be improved in four different and complementary aspects: the 

classification model, the search engine, the discretization task and the initialization 

method. 



* The classification model 

Obviously, the use of other supervised classifiers that extend the univariate 

scheme of mmwe-Bai/es, involving relationships among the features, should attain 

more accurate results. 

* The search engine 

Apart from U M D A , other population-based search methods can be proposed to 

perform the search of the best subset of features. The classical Genetic Algorithms 

(GA) and other EDA univariate approaches can be applied to this methodology. 

Other search techniques are able to produce better individuals in a lower number 

of generations. However, a higher computational cost to produce the offspring 

may be required. 

* The discretization task 

The discretization task should be improved by using a "clever" heuristic 

approach. The generation of the discrete data set can benefit from the knowledge 

of the classification model in the continuous domain. In this way, bearing the 

class variable in mind, a discretization method should provide fitter intervals to 

discretize. 

* The initialization method 

In this work, the proposed initializations are based on a forward sequential 

greedy wrapper search. Clearly, this search can be extended and improved with 

other sequential search procedures. Due to the wide dimension of the dátasete, 

a backward sequential wrapper search (that is, starting with the complete set of 

variables, it removes one feature at each step) is not computationally feasible. 

Nevertheless, there are algorithms such as floating search^ that permits a for

ward sequential wrapper without the inflexibility of a greedy search. Besides, a 

niter feature subset selection can be used to provide an initialization. 

W e expect all these improvements to produce more accurate results with a lower 

number of generations. 
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