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Preface

This year saw the 19th edition of the International Conference on Intelligent Data
Engineering and Automated Learning (IDEAL), which has been playing an increas-
ingly leading role in the era of big data and deep learning. As an established inter-
national forum, it serves the scientific communities and provides a platform for active,
new, and leading researchers in the world to exchange the latest results and disseminate
new findings. The IDEAL conference has continued to stimulate the communities and
to encourage young researchers for cutting-edge solutions and state-of-the-art tech-
niques on real-world problems in this digital age. The IDEAL conference attracts
international experts, researchers, academics, practitioners, and industrialists from
machine learning, computational intelligence, novel computing paradigms, data min-
ing, knowledge management, biology, neuroscience, bio-inspired systems and agents,
distributed systems, and robotics. It also continues to evolve to embrace emerging
topics and trends.

This year IDEAL was held in one of most beautiful historic cities in Europe,
Madrid. In total 204 submissions were received and subsequently underwent the rig-
orous peer-review process by the Program Committee members and experts. Only the
papers judged to be of the highest quality were accepted and are included in the
proceedings. This volume contains 125 papers (88 for the main rack and 37 for
workshops and special sessions) accepted and presented at IDEAL 2018, held during
November 21-23, 2018, in Madrid, Spain. These papers provided a timely sample
of the latest advances in data engineering and automated learning, from methodologies,
frameworks, and techniques to applications. In addition to various topics such as
evolutionary algorithms, deep learning neural networks, probabilistic modeling, par-
ticle swarm intelligence, big data analytics, and applications in image recognition,
regression, classification, clustering, medical and biological modeling and prediction,
text processing and social media analysis. IDEAL 2018 also enjoyed outstanding
keynotes from leaders in the field, Vincenzo Loia, Xin Yao, Alexander Gammerman,
as well as stimulating tutorials from Xin-She Yang, Alejandro Martin-Garcia, Raul
Lara-Cabrera, and David Camacho.

The 19th edition of the IDEAL conference was hosted by the Polytechnic School at
Universidad Auténoma de Madrid (UAM), Spain. With more than 30,000 students, and
2,500 professors and researchers and a staff of over 1,000, the UAM offers a com-
prehensive range of studies in its eight faculties (including the Polytechnic School).
UAM is also proud of its strong research commitment that is reinforced by its six
university hospitals and the ten join institutes with CSIC, Spain’s National Research
Council.

We would like to thank all the people who devoted so much time and effort to the
successful running of the conference, in particular the members of the Program
Committee and reviewers, organizers of workshops and special sessions, as well as the
authors who contributed to the conference. We are also very grateful to the hard work
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by the local organizing team at Universidad Auténoma de Madrid, especially Victor
Rodriguez, for the local arrangements, as well as the help from Yao Peng at the
University of Manchester for checking through all the camera-ready files. The con-
tinued support and collaboration from Springer LNCS are also greatly appreciated.
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Abstract. The fatality rate due to breast cancer still continues to
remain high across the world and women are the frequent sufferers of
this cancer. Mammography is one of the powerful imaging modalities to
detect and diagnose cancer at its early stage effectively. A computer-
aided diagnosis (CAD) system is a potential tool which analyses the
mammographic images to reach a correct decision. The present work aims
at developing a CAD framework which can classify the mammograms
accurately. This work has primarily four stages. First, contrast limited
adaptive histogram equalization (CLAHE) is used for pre-processing.
Second, feature extraction is realized using compound local binary pat-
tern (CLBP) followed by principal component analysis (PCA) for feature
reduction. Finally, an enhanced Jaya-based extreme learning machine is
utilized to classify the mammograms as normal or abnormal, and further,
benign or malignant. The success rate in terms of classification accuracy
achieves 100% and 99.48% for MIAS and DDSM datasets, respectively.

Keywords: Mammography - Computer-aided diagnosis
Compound local binary pattern - Jaya algorithm
Extreme learning machine

1 Introduction

According to the statistics on cancer, the incidence and mortality scenario of
breast cancer across the world is getting intensified day by day. The world
health organization [8] makes an estimation of 21 million cancer cases by the
year 2030 which was only 12.7 million in 2008. This high figure of cancer cases
can be lessened by detecting cancer at its early stage. So, it is of utmost impor-
tance to design an efficient detection and diagnosis tool in order to reduce the
mortality rates among women and men. Mammography is the most effective
and reliable method to detect the abnormalities in the breast in an early stage.
With the advent of digital image processing, pattern recognition, and artificial
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intelligence, a CAD system provides a ‘second opinion’ to the radiologists to
improve their diagnosis. However, designing a CAD system with high efficiency
and automated analysis remains a challenging task. The proposed work aims at
designing an efficient CAD system which includes the following contributions:
(1) The first step deals with the image pre-processing which includes cropping
the mammograms to obtain the desired region of interest (ROI) followed by con-
trast limited adaptive histogram equalization (CLAHE) to improve the quality
of low-contrast images. (2) In the next step, feature extraction using compound
local binary pattern (CLBP) is utilized followed by feature reduction using the
principal component analysis (PCA). (3) Finally, classification of mammograms
into normal and abnormal, and then benign and malignant using enhanced Jaya-
based extreme learning machine (EJaya-ELM).

The structure of the article is as follows: Sect. 2 discusses briefly the recent
works done to design effective CAD systems. Section 3 elaborates the proposed
CAD model. Analyses of the results obtained with the proposed model are pre-
sented in Sect. 4. Section 5 finally concludes the article.

2 Related Work

Reyad et al. [11] proposed a CAD system which extracts features using discrete
wavelet transform (DWT), contourlet transform (CT), and local binary pattern
(LBP). A comparison analysis of the features is made in terms of classifica-
tion accuracy employing support vector machine (SVM) as the classifier and an
improved accuracy of 98.63% is obtained on DDSM dataset. Berbar [3] proposed
three hybrid methods, namely, Wavelet-CT1, Wavelet-CT2 and ST-GLCM for
extracting the features followed by SVM as a classifier on DDSM. Xie et al. [14]
presented a CAD model using extreme learning machine-based classifier and
validated on MIAS and DDSM. With the extracted multidimensional features
followed by feature selection using a combination of SVM and ELM. Bajaj et
al. [2] proposed a novel approach using bi-dimensional empirical mode decompo-
sition (BEMD) and least-square SVM for mammogram classification on MIAS
dataset. Chithra et al. [5] used wavelet entropy and ensemble classifiers using
k-nearest neighbor (k-NN) and SVM. Singh et al. [12] proposed a wavelet-based
center-symmetric local binary pattern technique to extract the features from the
mammograms. Later, they used SVM-recursive feature elimination (SVM-RFE)
for feature selection and random forest for classification which yields an accuracy
of 97.3% on MIAS dataset.

3 Proposed Methodology

In the present work, initially, the desired ROIs are generated from the original
mammograms using simple cropping approach. In case of abnormal mammo-
grams, the cropping is done using the given ground truth information about the
position and radius of the abnormal regions. However, in the case of normal
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mammograms, cropping is done on any arbitrary location of the breast area of
normal mammogram to get the ROI. The further modules are performed on the
extracted ROIs. A detailed illustration of the proposed CAD model is given in

Fig. 1.

Pre-processing > Feature Extraction

using cropping and . using CLBP

CLAHE {
| Normal giz;s(il::té?:y:y k—— Feature Reduction
Beni :
Abnormal ELM by oo
Malignant

Fig. 1. Block diagram of the proposed CAD model

3.1 Pre-processing Using CLAHE

Pre-processing of the ROIs is considered to be a vital step as it influences the
rest of the modules in a CAD system. In most of the observations, the images
collected from the datasets are of low contrast, so it is required to enhance the
contrast of such images. Hence, in the present work, contrast limited adaptive
histogram equalization (CLAHE) [9] is utilized to improve the quality of the
low-contrast images.

3.2 Feature Extraction Using Compound Local Binary Pattern
(CLBP)

The local binary pattern (LBP) operator ignores the magnitude of the differ-
ence between the center pixel value and its neighboring pixel values resulting
in inconsistent codes. So, to overcome the issues of LBP, CLBP is introduced.
In CLBP, a 2-bit code is utilized to encode the local texture information of an
image, where the first bit indicates the sign of the difference between the center
pixel and corresponding neighboring pixel values and the second bit represents
the magnitude of the difference with respect to a threshold value Tg,4 [1]. The
term 7,4 is the mean value of the difference between the center pixel and its
corresponding neighbors in the local neighborhood window. If P, is one of the
neighboring pixels, and P, is the center pixel, then the mathematical expression
of the 2-bit code is presented as follows:

00 P,—P.<0and |P, —P.| <Thy
01 P,—P.<0and |P, — Pe:| > Tay
10 P,—P.>0and |P, — P.| < Ty
11 otherwise

S(in, im) =
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This C(P,, P.) generates 16-bit codes for the eight neighbors which is again
split into two 8-bit codes, one for the diagonal neighbors and another for non-
diagonal neighbors. Then, two different histograms are plotted for the two dif-
ferent groups and are combined for generating the CLBP.

3.3 Feature Reduction Using PCA

The number of features obtained from the feature extraction module is quite
large and to prevent the ‘curse of dimensionality’ issue, it is needed to lessen
the size of the feature vector which also makes the task of classifier simple. In
addition, out of all the features, some of them are not relevant. To obtain the
set of relevant features, PCA technique is employed. PCA generates a reduced
set of features by transforming the high-dimensional data to a set of data having
low dimension retaining maximum variance of the original data. This transforms
produces a set of linearly uncorrelated data which are called as principal com-
ponents (PCs). A deep insight about PCA can be referred in [4,6].

3.4 Classification Using Proposed EJaya-ELM

The two major problems of traditional ELM are: (1) ELM requires a large num-
ber of hidden neurons, and (2) ELM causes ill-conditioned hidden layer output
matrix which degrades the generalization performance [15,16]. So to overcome
these issues, many investigations have been undertaken using the principles of
evolutionary and swarm intelligence algorithms to fine-tune the hidden node
parameters of ELM. In order to enhance the generalization performance of ELM,
in the present work, a recently proposed optimization algorithm, namely, Jaya
algorithm [10] is utilized to optimize the hidden node parameters (input weights
and bias) of ELM. Prior to classification module, the whole dataset is divided
into training, validation, and testing set using 5-fold stratified cross-validation
(SCV) to prevent the over-fitting problem. The flowchart of the working principle
of the proposed CAD model is represented in Fig. 2. It is worth specifying here
that the EJaya-ELM explores the global optimum solution considering the clas-
sification accuracy as the fitness function. The prime objective of EJaya-ELM is
to improve the accuracy and to limit the parameters of ELM (input weights and
bias) in a definite range to improve the convergence of ELM. The steps involved
in the proposed EJaya-ELM are given as follows:

1. Start the process with random initialization of candidate solution in the pop-
ulation so that each solution has a set of input weights and bias as

Oj = [Wlila W1i2v "'Wlih W27;17 WZiZa ceey W2ila
...,W;;l,W}iz,Wfll,bl,bg,...,bh] (2)

The weights W and bias b are initialized in a range of [—1, 1].

2. For each of the candidate solutions, determine the fitness value (classifica-
tion accuracy) and the output weights. The fitness value is calculated on the
validation set in order to prevent the over-fitting issue.



Compound Local Binary Pattern 5

3. Find the best and worst solution based on the fitness value and modify them
using Jaya algorithm.

Ci(k) = C;(k) + r1(E)(Chest (k) — |C5(K)])
— 1o (k) (Cuworst (k) — |C;(K)]) (3)

where C;- (k) indicate the updated value of the solution. Cpest(k) and Coyorst (k)
denote the best and worst solution in k*" iteration. r (k) and ro(k) are two
randomly generated numbers in a range of [0, 1].

4. Generate the new solutions as

Cj(k)  F(Ci(k)) > f(C;(k))

4
Cj(k) otherwise @

cj(k+1):{

where f(C;(k)) and f(C;(k)) denote the fitness value and the respective
updated value of j*" solution in k" iteration.

5. Find the out-of-bound cases in the new solution and limit them in a range of
[-1, 1] as

-1 Cj(k+1)< -1

1 C](k+1) > 1 (5)

Ci(k+1)= {

6. Repeat steps (2)—(5) for a specified number of iterations. Finally, the opti-

mized input weights and biases are attained and utilized on the testing data
set to obtain the overall performance of the proposed model.

4 Experimental Results and Analysis

The proposed CAD model is experimented on two standard benchmark datasets,
namely, MIAS [13] and DDSM [7]. A total of 314 and 1500 images are collected
from MIAS and DDSM, respectively. The collected images are first classified into
normal or abnormal, and further, benign or malignant using the proposed CAD
system. The performance of the proposed model is evaluated in terms of different
performance metrics, namely, accuracy, sensitivity, specificity, area under curve
(AUC), and receiver operating characteristics (ROC) curve.

Prior to the feature extraction module, ROIs are segmented from the unnec-
essary background regions using cropping. Using the ground truth informa-
tion regarding the coordinates of the abnormalities in the images, ROIs of
size 256 x 256 are generated. After cropping, the ROIs are pre-processed using
CLAHE to enhance the contrast. Then, CLBP technique is applied on the
extracted ROIs to obtain the feature matrix. Applying CLBP, a feature matrix
of size s X F is obtained, where s and F' indicate the number of ROIs and the
number of generated features, respectively. In this work, 512 number of features
(F) are generated from CLBP which is quite large. So, to reduce the size of the
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Dataset CLAHE Extracted Feature Matrix using CLBP ‘

Normalization of feature matrix

Apply k-

; Validation Set

Initialize the required input Evaluate the fitness value for each
of the candid:

Evaluate the
P classification

Create the candidate ‘ Find the best and worst solutions ‘ performance
population l

Train the ELM using input ‘ Update the hidden node parameters using

weights and bias and Eq. (3)-(5) and compute the fitness value

calculate the output
weights

Stopping
condition met?

No

Get the optimized inputs, bias,
and outputs

Fig. 2. Flowchart of the proposed CLAHE + CLBP + PCA + EJaya-ELM approach

feature vector and make the classification simpler, PCA is utilized which reduces
the number of features from 512 to 14 preserving 99% of the variance of the orig-
inal data. The reduced features are passed to the proposed enhanced Jaya-ELM
classifier for classifying the mammograms as normal or abnormal followed by
benign or malignant.

Table 1. Performance measures obtained by the proposed EJaya-based ELM along
with SVM and Jaya-ELM classifiers; N-Normal, A-Abnormal, B-Benign, M-Malignant

Dataset | Performance CLAHE + CLBP + | CLAHE + CLBP + | CLAHE + CLBP +

measures PCA+SVM PCA + Jaya-ELM | PCA + EJaya-ELM
N-A |B-M N-A |B-M N-A |B-M

MIAS | Sensitivity 0.9928|0.9891 0.9931|0.9899 1 1
Specificity 0.9905|0.9844 0.9901|0.9881 1 1
Accuracy (%) [99.15 |98.45 99.05 |98.86 100 100

DDSM |Sensitivity 0.9821{0.9733 0.9912|0.9871 0.9945 |0.9886
Specificity 0.9888|0.9812 0.9908|0.9792 0.9912/0.9869
Accuracy (%) 98.23 |97.28 99.17 |98.22 99.48 |98.61

Table 1 depicts the various performance results attained with the proposed
CAD model. For more clarity, the proposed model is also compared with tradi-
tional SVM and Jaya-ELM classifier. From the table, it can be noticed that the
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Table 2. Comparison with some of the other existing CAD schemes

Reference | Proposed scheme Classification accuracy (%)
[11] Statistical Features + LBP +SVM 98.63 (DDSM)

[3] Wavelet-CT1 4+ Wavelet-CT2 + ST-GLCM + SVM | 98.69 (DDSM)

[14] Multidimensional features + SVM + ELM 96.02 (MIAS), 95.73 (DDSM)
(2] BEMD + SVM 95 (MIAS)

[12] WCS-LBP + SVM-RFE + Random Forest 97.3 (MIAS)

Proposed | CLAHE + CLBP + PCA+EJaya-ELM 100 (MIAS), 99.48 (DDSM)

True Positive Rate
food

.

—©— MIAS-Normal-Abnormal, . | |

\
True Positive Rate

—¢— MIAS-Berign-Malgnant, .,

—O— DDSM-Normak-Abnormal,

—{— DDSM-Benign-Malignant ;...

'auc=09003 | |

Fig. 3. ROC curve for MIAS dataset

. . . . .
03 04 0.5 06 07 08 0.9 1
False Positive Rate

0. 04 05 06 07 08 09 1
False Positive Rate

Fig. 4. ROC curve for DDSM dataset

highest accuracy achieved for MIAS dataset is 100% in both normal-abnormal
and benign-malignant classifications. Similarly, for DDSM dataset, an accuracy
of 99.48% and 98.61% is achieved for normal-abnormal, and benign-malignant
classification, respectively. Additionally, the ROC graphs generated by the pro-
posed classifier are plotted in Figs. 3 and 4 showing the corresponding values of
AUC for MIAS and DDSM datasets, respectively. Since the proposed approach
gives 100% accuracy on MIAS dataset, it can be noticed that the ROC is a
perfect curve having AUC =1. Further, to add more justification, the proposed
CAD model is compared with five recently developed CAD schemes. The com-
parison against the other schemes is made in terms of classification accuracy
and is depicted in Table 2. From the table, it can be observed that the proposed
model gives superior results than that of the other competent schemes.

5 Conclusion

In the present work, an enhanced CAD system has been proposed for breast can-
cer classification in digital mammograms. Initially, CLAHE is used to enhance
the low-contrast images. Then, CLBP is employed to extract the texture fea-
tures followed by a feature reduction module using PCA. The reduced feature
set is then passed through EJaya-ELM-based classifier to classify the mammo-
grams. The proposed model has been experimented on two benchmark datasets,
namely, MIAS and DDSM. Furthermore, the performance of the proposed model
has been compared with five recent schemes and it has been noticed that the pro-
posed model with only 14 features achieves improved results over the competent
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schemes. The high success rate with respect to the accuracy of the proposed
scheme helps radiologists to make an accurate diagnosis decision to reduce unnec-
essary biopsies.
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Abstract. The detection of high impedance faults (HIFs) on a power distri-
bution system has been a subject of concern for many decades. This poses a very
unique challenge to the protection engineers, as it seems to be invisible to be
detected by conventional protection schemes. The major concern about HIFs is
that they pose a safety risk, as these faults are associated with arcing which may
be dangerous for the surroundings. In this work, we propose a technique, which
uses feature extraction, classification and a locating algorithm. Discrete wavelet
transform (DWT) is used to extract meaningful information, support vector
machine (SVM) is used as a classifier and a support vector regression
(SVR) scheme is used as a fault location estimator. The technique is tested on a
network of a power utility.

Keywords: High impedance fault - Fault detection - Fault location

1 Introduction

1.1 Background and Motivation

A power system plays an important role in the development of any society. The
availability of electricity with high quality and minimum environmental contraventions
still remains as one of the main objectives of the power utilities. Over the years
conventional protection has shown great results for low impedance faults (LIFs) but has
been proven to have limitations in terms of HIFs detection. Generally, a HIF occurs
when an energized conductor breaks and falls onto the ground resulting in a restricted
path for the fault current, thus making its detection difficult [1]. This makes conven-
tional protection schemes not suitable for this category of faults [2].

A review of many approaches concerning HIF detection from classical to heuris-
tically have been presented in [1] and this is a useful guideline in tracking the progress
made in the research space. Amongst other methods is the mathematical morphology
(MM) based filter [3], discrete wavelet transform (DWT), fuzzy logic (FL) [4] and
neural network (NN) [5]. There has been significant developments made in an attempt
to develop a suitable algorithm over the years, however much still needs to be done to
improve the current technologies. In this paper, the main goal is to develop an intel-
ligent protection method, which can accurately diagnose HIFs, and distinguish these
faults from other power system events.

© Springer Nature Switzerland AG 2018
H. Yin et al. (Eds.): IDEAL 2018, LNCS 11314, pp. 9-16, 2018.
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2 Proposed Method for High Impedance Fault Detection

In the proposed algorithm, the current magnitude is received at various sections along
the distribution line and processed using DWT. The features such as the standard
deviation and the mean deviation are extracted. Subsequently these features are used to
train the SVM for classification and detection, and subsequently support vector
regression (SVR) for location. Figure 1 shows the detailed flow chart of the proposed
method.

SVM
Data Collection || Prq— N Feature Classification
Current Processing Selection >
(DWT)
SVR
Location

Fig. 1. The proposed method for HIF diagnosis

3 Case Study

3.1 Power Distribution Network

In order to effectively study the proposed method for a HIF detection scheme, a repre-
sentation of the reduced power distribution network of a power utility is considered.
Eskom is a power utility in South Africa. The network is shown in Fig. 2 and it comprises
of the Moutse, Siyabuswa T-off and Zoefontein T-off with line lengths of 7.5 km,
6.35 kmand 12.5 km respectively at 22 kV. The conductor type has a positive sequence
resistance of 0.186 (C/km), positive sequence reactance of 0.418 (€2/km), zero sequence
resistance of 0.413 (Q/km) and zero sequence reactance of 0.413 (/km). The load at
Moutse, Siyabuswa and Zoefontein are 6.8 MVA, 7.2 MVA and 4.6 MVA respectively.

AMANDLA 22 kV MOUTSE 22 kV
SIYABUSWA 22 kV ZOEFONTEIN 22 kV

v v

Fig. 2. Eskom’s reduced distribution power system
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The source has a short circuit power, short circuit current, X/R ratio, X0/X1 ratio and
RO/R1 ratio rating of 61.9 MVA, 16.3 kA, 133.1, 5.52, and 12.12 respectively. The
Emmanuel arc based model is used in this work [2].

4 Signal Processing and Feature Extraction

4.1 Wavelet Transform (WT)

Wavelet Transform (WT), has in recent years gained the attention of most researchers
mainly because of its ability to decompose a signal into both its frequency and time
information. WTs have proven to be an appropriate signal processing tool for transient,
non-variant and non-stationary signals. There are two most common known wavelets,
namely the Discrete Wavelet Transform (DWT) and the Continues Wavelet Transform
(CWT), these have shown great advantage over Fourier Transforms (FT) [6, 7]. The
mathematical expression of CWT is defined as:

o

t—>b

CWT(a, b) :é / x(t)xp<7>dt (1)

—00

where a is the scaling factor and b is the translation factor. The DWT is expressed as:
x() = k) gt —k)+ > di(k) (27t — k) (2)
k -1

where ¢; is an approximation coefficient, d; is a detail coefficient, ¢ is a scaling factor
and  is a wavelet function. The symlet 4 (sym 4), sym 6 and sym 8 have been widely
employed for image processing [8]. In this paper we investigate the efficiency of the
symlet mother wavelet for HIFs detection in an electrical power system. The features
selected in this work for a decomposed signal using symlet wavelet at level 3 are
presented in Table 1. The signals of HIF, and other disturbances such as load switching
and capacitor switching are observed using a MATLAB/SIMULINK model on the
Eskom power system.

Table 1. DWT accuracy comparison

Mother wavelet | Standard deviation | Mean absolute deviation
Sym 4 1.523 1.025
Sym 6 1.667 1.140
Sym 8 1058 1.062
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5 Fault Classification and Detection

5.1 Support Vector Machine (SVM)

Support vector machines (SVM) were initially developed to solve classification
problems in statistical learning theory and structural risk minimization (SRM) [8]. In
applying SVM algorithms, the input vectors are mapped into a high dimension space to
find the optimal hyperplane which separates the two data classes. A hyperplane is said
to be optimal if and only if it separates the vectors without error and if the distance
between the closest vector to the hyperplane is maximal. Computing the hyperplane is
equivalent to solving the optimization problem given as:

| !
min§|w2+C<i§; Ci>> (3)

Subject to y;(w-x;+b) >1—{;,(; >0,V
where x; is the ith example and y; is the class label which is either +1 or —1. The
problem is solved using its dual form [8]:

1
max Lp = 2,: a; — 3 Z]: a;a;y;y; (xiij) )

Subjectto 0 < a; < C, Vi, >iay; =0
In a case where the data is not lineally separable, different kernel functions may be
employed to transform the input data to a higher dimensional space.

5.2 Support Vector Regression (SVR) for Fault Estimation

The Support vector regression (SVR) algorithm uses the same principles as SVM for
classification, with only a few minor differences. The applied SVM for a regression
problem is done by introducing a loss function. The loss function is to be modified in
such a way that it includes the distance measured. The most commonly known loss
functions are, the Quadratic, Huber, and c-insensitive loss function [9]. The SVR
problem may be expressed as finding the solution of the quadratic programming
problem which can be solved by introducing a dual set of variables a;a; and con-
structing a Lagrange function [8]. The kernel functions are consequently used to
compute the dot product in the high dimensional space in order to achieve optimal
mapping. The SVR solution may be expressed as:

1 l
max W(a;a}) = %Z(a,- —a) (aj — a}‘)K(xi - xj*) + Z(ajf — a)yi

ij=1 ij=1 (5)

where K (xi — x]*> is the kernel function [8].
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6 Results and Discussion

The results of the statistical comparison of three mother wavelets are shown in Table 1.
The sym 4 mother wavelet showed best signal analysis results compared to both sym 6
and sym 8. The Standard deviation and absolute mean deviation were calculated. These
two features were used to train the SVM and SVR schemes.

The typical HIF current signal is shown in Fig. 3, the detail coefficient of the
current signal at Level 1, 2 and 3 are presented from Figs. 4, 5 and 6 respectively. The
original and the approximation signals are presented in Fig. 7. In order to evaluate the
performance of the locating scheme, the mean square error (MSE) is determined. The
response of the SVR scheme for the fault at 25% of the Moutse line is presented in
Fig. 8. The MSE results are presented in Table 2.

High Impedance Fault

current (A)

100 200 300 ao00 500 600
data sample

Fig. 3. HIF current signal

Level 1 Detail Coefficients
0.015 T T T

0.01 1

0.005 1

-0.005 1

-0.01 1

Current (A)

-0.015 -

-0.02 | 1

-0.025 - 1

-0.03

50 100 150 200 250 300
Data Sample

Fig. 4. Level 1 detail coefficient using sym 4
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Level 2 Detail Coefficients

20 40 60 80 100 120 140
Data Sample

Fig. 5. Level 2 detail coefficient using sym 4

Level 3 Detail Coefficients

10 20 30 40 50 60 70
Data Sample

Fig. 6. Level 3 detail coefficient using sym 4

Original Signal
T

100 200 300 400 500 600

Approximation Coefficients
T T

Current (A)
o
T

RN ]

! ! I !

5 10 15 20 25
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Fig. 7. HIF original and approximated signals at level 3 using sym 4
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15

15

Amplitude

-10

Fault point
SVR predictions

-10 -8

-2 o] 2
data Sample

10

Fig. 8. SVR fault estimation at 25% of the Moutse 22 kV line

Table 2. SVR scheme accuracy for MSE determination

Line Locator scheme | MSE Distance in (%)
Moutse SVR 2.55E—04 | 25
Siyabuswa | SVR 3.58E-06 | 25
Zoefontein | SVR 425E-3 |25

Table 3. SVM fault and event type detection accuracy

Classifier | Event type Class | Accuracy (%)
SVM HIF +1 100
SVM Capacitor switching | —1 100
SVM Load switching -1 100
Table 4. Scheme comparison
Scheme Method Accuracy (%)

DWT-SVM-SVR

Proposed scheme

98.8

Scheme in [3]

MM

99

Scheme in [4]

DWT-FFA

94.19

The accuracy of the results detecting various events in a power system is presented
in Table 3, +1 indicates the presence of a fault and —1 is an indication of no fault in the

system.

A total number 1000 HIF cases were simulated, 500 capacitor switching cases and
500 load switching cases were simulated in MATLAB. The cross validation method
was employed to train and test the SVM algorithm. The scheme accuracy is presented
in Table 4, comparing the proposed and the cited scheme.
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7 Conclusion

In this work, a HIF detection protection scheme is proposed and it is extensively tested
on a real Eskom power system with different operating conditions. The proposed
method uses DWT for signal decomposition, SVM for fault classification and SVR for
fault estimation. The method reveals its suitability for application as it shows promising
results. The main contribution of the paper is that this method may be used in any
distribution network with any configuration. However the classifier may have to be
retrained to suit the application. Although the results are based on simulation work due
to the scarcity of actual data, this method can be used and tested on practical envi-
ronment. The future work will entail experimental data and other machine learning
techniques for optimal and suitable application to eradicate this challenge.
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Abstract. Min-Hash is a reputable hashing technique which realizes set
similarity search. Min-Hash assumes the Jaccard similarity :gsg} as the
similarity measure between two sets A and B. Accordingly, Min-Hash is
not optimal for applications which would like to measure the set similar-
ity with the intersection cardinality |A N B], since the Jaccard similarity
decreases irrespective of |AN B, as the gap between |A| and |B| becomes
larger. This paper shows that, by modifying Min-Hash slightly, we can
effectively settle the above difficulty inherent to Min-Hash. Our method
is shown to be valid both by theoretical analysis and with experiments.

Keywords: Set similarity search - Min-Hash - Intersection

1 Introduction

Nowadays, many pattern recognition tasks are addressed by modeling the data as
finite sets. For example, the famous bag-of-words model represents a document
as a set of words. Then, similar documents can be retrieved by searching similar
word sets. Thus, the set similarity search becomes more and more important.

This paper studies a set similarity search which, given a query set A, seeks
such sets B for which the intersection cardinality |A N B| is large. We name this
type of similarity search as the intersection search. This intersection search is
significant for applications which need to search sets including a subset similar
to A from the database. One example of such applications is the detection of
documents which plagiarize a short query document. Here, after representing
the short query document as the query word set A, the intersection search can
find the documents plagiarizing the query document by searching documents B
for which the number of common words |A N B| is large. We remark that |A|
denotes the cardinality of A, i.e., the number of elements in A.

One natural approach to perform the intersection search fast is to utilize Min-
Hash [1]. Min-Hash is a hashing technique that realizes fast set similarity search.
Suppose that A and B are two sets. Min-Hash prepares a randomized hash
function h for which the probability of hash collision between A and B equals
© Springer Nature Switzerland AG 2018
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their Jaccard similarity. That is, P[h(A) = h(B)] = }ﬁgg}. Min-Hash makes it
possible to search similar sets on hash tables, when the similarity between two
sets is measured with their Jaccard similarity. Min-Hash has been applied to
various applications such as near duplicate detection of documents and images
[3], object discovery from images [8], graph summarization and so on.

As the numerator of Jaccard similarity is |A N B|, Min-Hash can process
the intersection search well, if every set in the database has almost the same
cardinality. By contrast, Min-Hash does not work effectively for the intersection
search, when the set cardinalities are diverse in the database, because P[h(A) =
h(B)] becomes very small without regard to |A N B|, when the gap between
|A| and |B| is large. Let o > 1. If |B| is « times as large as |A|, P[h(A) =
h(B)] = }ﬁggi never exceeds 1 irrespective of |AN B, since |[A N B| < |A| and
AU B| = |B| = alA].

This paper proposes a new algorithm for the intersection search. Our algo-
rithm is easily derived by modifying Min-Hash slightly. Nonetheless, it success-
fully settles the above difficulty inherent to Min-Hash. Our algorithm is especially
suitable in the situation where the cardinality of query set is less than or as large
as those of the sets in the database. Note this condition is usually satisfied for
the plagiarism detection mentioned above. Specifically, our algorithm randomly
divides a set B in the database into distinct subsets of equal size and register all
the subsets of B to the hash table. Then, if the query set A collides with some
subset of B, the original set B is considered to collide with A. Some theoretical
analysis explains why our method works successfully. The effectiveness of our
method is also shown experimentally.

2 Min-Hash and Related Works

We review the original Min-Hash and its recent extensions in the literature.
Min-Hash [1] is a randomized hash algorithm for set similarity search based on
Jaccard similarity. Let D be the number of element kinds and F = {1,2,--- , D}.
Min-Hash constructs a hash function h by choosing a random permutation 7 of
E. For a set A, the hash value h(A) is defined as min;e 4 7(7), i.e., the smallest
element ID in A after permuting it with 7.

Min-Hash uses multiple hash functions and multiple hash tables to exe-
cute the similarity search as follows. First, Min-Hash prepares r hash functions
hi,ha, -+, h, which differ in the choice of 7 and makes a function g which out-
puts the concatenation of the r hash values. That is, g(4) = (h1(A), ha(A),

- ,h(A)). Then, Min-Hash generates [ instances of g: g1, 92, -+ ,¢; and [ hash
tables HTy,HT5,--- ,HT;. For 1 < ¢ <[, on the i-th hash table HT;, a set B
in the database is stored in a hash bucket whose index value equals g;(B). We
describe this bucket as b(g;(B)).

For a query set A, Min-Hash searches sets similar to A as follows. First, it
computes [ hash values g1(4),g2(A), - ,g1(A). Let R; be the sets kept in the
hash bucket b(g;(A)) on HT;. Ri{UR2U- - -UR, forms the candidate sets similar to
A. Then, the candidates are filtered by computing the exact Jaccard similarity.
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In the above discussion, r and [ are parameters which should be adequately
specified by the user.

Recently, Min-Hash has been extended in various ways. Chum et al. [3]
extended Min-Hash to treat multisets. One permutation hashing [6] generates
multiple hash values per hash function to reduce the overhead of hash value
computation. b-bit minwise hashing [5] reduces the space complexity of Min-
Hash drastically by using only the lowest b bits of hash values. Sim-Min-Hash
[10] enables the comparison between two sets of real-valued vectors by consider-
ing the similarity between a pair of vectors when their quantized labels match.

Christiani et al. [2] realized a hash-based set similarity search based on Braun-

Blanquet similarity % .

Min-Hash has evolved uniquely in the area of image processing so as to
capture the spatial relation among elements. Partition Min-Hash (PMH) [4]
divides an image into rectangular regions and computes a hash value for each
region. PMH is similar to our work, since the feature set of an image is partitioned
into subsets and the hash values are computed for all the subsets. However, the
way to divide a set is totally different. PMH divides any set into the same
number of subsets, whereas the number of subsets becomes proportional to the
set cardinality in our method. In addition, PMH assumes that the elements are
distributed in the two-dimensional space, while our method processes general
sets without such restriction.

Shrivastava et al. [9] have recently proposed Asymmetric Min-Hash for the
intersection search. Though their method is novel, it must enlarge a set repre-
sented as a D-dimensional binary vector to a D+ 2M dimensional binary vector
by inserting some virtual elements, where M is the maximum set cardinality.
Asymmetric Min-Hash needs to use different hash functions for the query and
for the database. As far as we know, our method is the first approach to solve
the intersection search without increasing the set size. Moreover, our method is
symmetric and uses the same hash function both for the query and the database.

3 Proposed Method

This section explains our proposed algorithm for the intersection search. Our
method is best suited for applications in which the size of query set is smaller
than the size of sets in the database.

Min-Hash is not very good at the intersection search, because P[h(A4) =

h(B)] = % decreases without regard to | ANB], as the size difference ||A|—|B]|
becomes larger. We mitigate this property via the next simple strategy: We divide
a set into disjoint subsets of equal size and consider that all the hash values of
the subsets belong to the original set.

We process a set B in the database as follows. Let T" be a tuning parameter

which prescribes the subset size.

Step 1: If |B| > 2T, B is randomly separated into disjoint subsets of size
T. When |B| is not a multiple of T, the remaining |B|%T elements are
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appended to one of the subsets arbitrarily. As the result, we have {@J sub-
sets Bl,Bg,...,BL@J.
T

Step 2: Let h be a hash function for the standard Min-Hash. We compute
the hash values h(By), h(B2), ..., h(BL@J) and regard all of them as the hash
T

values of B.

Regarding the query set A, we also cut A into disjoint subsets of size T" and
compute all the hash values of subsets. On the other hand, if we know from
the domain knowledge that the query set size is small, an option not to cut A
into subsets should be permitted. This condition holds for many applications of
the intersection search, e.g., the problem to find sets containing the query set
approximately.

Then, when A and B have at least one common hash value, a hash collision
is considered to happen between them.

3.1 Theoretical Analysis

This subsection discusses the difference between our method and Min-Hash in
terms of the hash collision probability between A and B. For simplicity, assume
that |A| and |B| are both multiples of T. Without loss of generality, suppose
that B consists « times as many elements as A, where « > 1. Thus, |A| = T
and |B| = acT, where ¢ is a constant natural number. Let k = |A N BJ. Note
that 0 < k < T.

First, the hash collision probability in the standard Min-Hash is derived as

_lAnB| _ k Q
TJAUB|  (a+1)cT -k

P[h(A) = h(B)]

which converges to 0 as « grows large. Therefore, if | A| and | B| are quite different,
the hash collision is difficult to occur in Min-Hash.

Next, let us consider our method. Our method divides A and B into their
subsets Ay, As, -+, A. and By, Bag, - - - By, respectively. Assuming that the ele-
ments in AN B are uniformly distributed into the subsets, the expected number

of common elements between A, and B; (1 <i < cand 1 < j < ac) becomes
k

k. Thus, P[h(4;) = h(B;)] = A0B| a2 =k Since this for-

T AUB T T+T- 20c2T—k

mula converges to 0 as « increases, one may consider, at first glance, that the
situation is not different from Min-Hash at all.

The hash collision probability in our method is the probability that A and
B share at least one common hash value. Hereafter, we describe this probability
as Peoi(A, B). Peoi(4, B) is derived by subtracting the probability that none of
¢ x ac = ac? subset pairs take the same hash value from 1. Therefore,

k ac
Peo(A,B) =1 - (1 - 2ac2Tk) : (2)
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Fig. 1. Collision probability

Although Eq. (2) decreases monotonically regarding «, it does not converge to 0
when « goes to infinity unlike Min-Hash. Interestingly, the convergence value of
collision probability depends on k as shown in Eq. (3).

k/’ ac
i 1-{1-—
athe ( 2ac2T — k:>

1 2Lac?—1\ ZLacZ—1
= lim 1-— I e —
a—00 < %O&CQ — 1)
(1C2
1\ 2Tac2—
= lim 1—() : f o1 e (3)
a— 00 e

Moreover, Eq. (3) becomes larger, as k increases. Thus, our method guarantees
that, given two sets B and C, the magnitude relation between P, (A4, B) and
P.oi(A,C) is consistent with that between |ANB| and |ANC|, when |B| and |C|
are both large to some degree. Since this property does not hold for Min-Hash,
our method is more suitable for the intersection search than Min-Hash.

From a practical viewpoint, the convergence speed is important and desired
to be fast with respect to a.. Hence, we examine it by simulation. Figure 1(a) and
(b) plot the collision probabilities of Min-Hash in Eq. (1) and of our method in
Eq. (2) respectively for various «, when ¢ = 1. Each graph consists of multiple
curves which correspond to different values of k, i.e., the number of common
elements. Figurel states that, when k differs, the collision probability surely
converges to a different value in our method, whereas it always converges to 0 in
Min-Hash. Significantly, the convergence speed of our method is so fast that the
probability converges before « reaches 5 for any k. In particular, the curves look
like horizontal lines when &k < %, which means that the collision probability is
not influenced by a. Note that this is ideal for the intersection search.
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3.2 Retrieval System

The retrieval system is implemented just in the same way as Min-Hash mentioned
in Sect. 2. We prepare [ hash functions from ¢, to g; each of which consists of r
instances of h and create [ hash tables.

The time complexity of similarity search becomes proportional to {%J in our
1A]
T
becomes slower relatively to Min-Hash as | A| increases. Thus, our method favors
such applications in which the query set is smaller in size than the sets in the
database, so that we may cut only the latter into subsets as mentioned at the
beginning of Sect. 3.

method, since it has to visit { J buckets per hash table. Therefore, our method

4 Experiments

This section compares our method with the standard Min-Hash experimentally.
The experiments are conducted on one synthetic dataset and on one real dataset.

4.1 Results on Synthetic Dataset

Here, we use a synthetic dataset to evaluate our algorithm quantitatively. Below,
we explain how to synthesize the dataset.

1. First, we make a collection of 100 query sets {Q1, @2, .., @100} Each query
set is made by choosing 200 distinct elements from 20000 kinds of elements.
Thus, |Q;] = 200 for 1 <4 < 100.

2. For each @Q;, we construct a group of 50 similar sets which share many com-
mon elements with Q;. Let this group of sets be S* and the j-th set in S’ be
Sj‘ where 1 < j < 50. Each set in S? contains a different number of common
elements with @;. Specifically, |Q; N S’;\ =30+ 2j for 1 < j < 50. In addi-
tion, to make the set cardinality diverse, |S;| is randomly chosen from the
figure pool {400, 600, 800, 1000, 1200, 1400}. The whole database is derived by
merging all S* for 1 < 4 < 100. Thus, the database keeps 100 x 50 = 5000
sets in total.

After mapping the whole database onto the hash tables either by Min-Hash
or our method, we operate the similarity search with specifying (); as a query
set for 1 < ¢ < 100. The number of hash tables [ is set to 500. The division
threshold 7' = 200 in our method, which assures that the query sets are never
divided.

To examine how much the intersection size correlates with the collision prob-
ability, we create a list which arranges the sets in S* in descending order of
Qi N S;| We also make another list which places the sets in S® in descend-
ing order of the number of hash collisions. Then, we compute the Spearman’s
Rank-Order Correlation between these two lists. A high correlation coefficient
indicates that the intersection search is managed nicely.
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Fig. 2. Precision-recall curve for synthetic dataset

The average correlation coefficient becomes 0.977 for our method and 0.688
for Min-Hash, when r» = 1. Here, the average is taken over all the query sets.
Recall that r denotes a number of hash functions composing g. Thus, our method
achieves a higher correlation coefficient than Min-Hash and, therefore, is more
suitable for the intersection search than Min-Hash.

We also show the precision-recall curve for r = 1 and r = 2 in Fig. 2. This
curve is depicted in the following manner. For the query set @;, the sets in S*
serves as the correct answer. Then, we generate an ordered list in which all the
sets in the database are arranged in descending order of the number of hash
collisions with @;. We can acquire a pair of (Recall, Precision), if we fix some
front part of this list and examine how many correct answers occupy it. Figure 2
plots the average precision values against specific recall values, where the average
is taken over all the query sets. This figure concludes that our method surely
outperforms Min-Hash.

4.2 Results on Real Dataset

Next, we evaluate the two algorithms by apply them to the task of automatic
annotation to visual objects discovered from real image dataset. We first retrieve
tagged images from Flickr by specifying 10 query keywords of famous landmarks
including “Taj Mahal” and “Tokyo Skytree”. By gathering 200 images per query,
the dataset consists of 2000 tagged images. After scanning the whole dataset,
we grasp a set of tags that appear at least once. By removing tags that appear
in more than 30% or in less than 0.5% of the images, there remain 394 kinds of
tags.

Then, we extract visual objects from the image dataset with the object dis-
covery method in [8] and each of them is represented as a group of visual words,
i.e., quantized local features. For instance, see Fig.3. This figure depicts a toy
example consisting of 3 images I, I, Is. Here, the “house” object is modeled by
3 visual words w1, v9, v3 which correspond to a roof, a wall and a chimney.

As for visual words, we extract the MSER local feature points [7] expressed as
128 dimensional vectors out of all the images. The visual words are determined
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Fig. 3. Occurrence image sets of visual words

Fig. 4. Images including visual objects

by clustering them with k-means, where k=32768. For a visual word v, a set
of images containing v is called the “occurrence image set” of v and described
as OI,. Hereafter, the term “occurrence image set” is abbreviated as “OI”. The
right half of Fig. 3 shows the Ols of 8 visual words. We can define the OI of a tag
t in the same way and describe it as OI;. Usually, the OI size becomes larger for
tags than visual words, since tags express semantics and correspond to multiple
visual appearances. In our setting, the average OI size for visual words is about
10, whereas the OI size for a tag often goes beyond 100.

Next, we annotate a discovered visual object O with tags which tend to co-
occur in the same image with some visual words in O. We can find such tags
by seeking tags t for which |OI, N OI;| becomes large for some v € O. Hence,
the intersection search needs to be performed by specifying each OI, as a query,
where r = 3 and [ = 250. Since the Ols for visual words are sufficiently smaller
than that for tags, it is hard for Min-Hash to manage this intersection search.
In our method, we divide only the Ols for tags which serve as the sets in the
database. We do not segment the Ols for visual words which play as queries,
because their sizes are small. The division threshold T is set to 11, the average
Ol size for visual words.
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We evaluate the result of annotation to visual objects qualitatively. Table 1
shows the annotation results to two visual objects corresponding to the
Taj Mahal and the Tokyo Skytree. This table summarizes the tags discovered
by Min-Hash and our method. One row lists the tag name, its OI size, the total
number of hash collisions and the total number of common elements between
the tag and the visual words in the object model.

The first visual object consists of 3 visual words whose Ol sizes are 6,7 and
12. Figure4(a) and (b) show 2 images containing this object. Min-Hash discovers
two tags “life” and “love” which seem unrelated to the object. Though the Ols
of these two tags have a moderate number of common elements with the visual
words only, they are favored by Min-Hash, since their OIs are small. By contrast,
our method could discover useful tags such as “tajmahal”, “taj”, “India” and
“agra”, the city name where the tajmahal is located. They have many common
elements with the visual words, so that our method tailored to the intersection
search could retrieve them. Note that Min-Hash misses them, since their Ols are
too large. Thus, our method helps the annotation task effectively. We remark
that all the tags discovered by Min-Hash are also discovered by our method.

Table 1. Annotation to objects “tajmahal” and “Tokyo Skytree”

Object Tajmahal Tokyo Skytree
Tag |O1| | #colli | #common | Tag |O1| | #colli | #common

Min-Hash | Love 17 |4 4 Alpha 10 |5 11
Life 10 |2 2 Fuji 16 |3 2

Proposed | Tajmahal |200 |6 25 Tokyo 488 |1 19
India 170 |4 25 Skytree 144 |6 15
Agra 155 |2 23 Sony 58 |6 12
Travel 157 |1 10 Night 202 |1 11
Taj 47 |3 5 Zeiss 22 |3 10
Sky 66 |2 5 Landmark| 60 |1 3
Landscape| 67 |1 3 Fujifilm 58 |1 3
Street 40 |1 2 Cloud 3113 2
Tourist 24 |1 1

The second visual object consists of 5 visual words whose Ol sizes are 4, 4,
6, 10 and 10. Figure4(c) and (d) show 2 images which contain this object. Our
method succeeds in discovering the tags such as “tokyo” “skytree”, “night” and
“landmark” which describe the object well. Since their Ols are too large, they
are missed by Min-Hash, despite the intersection cardinality is not small.

5 Conclusion

This paper studied the intersection search which, given a query set A, purposes
to seck sets B from the database such that |A N B| is large. Min-Hash cannot
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handle the intersection search well, since the hash collision probability comes
close to 0 irrespective of |A N B|, as the gap between |A| and |B]| enlarges.
By contrast, we show that a slight modification of Min-Hash makes it suitable
for the intersection search. Our modification is indeed simple: We have only to
divide a set into subsets of equal length T" and associate their hash values with
the original set. Theoretically, our method achieves that the collision probability
converges to a constant value determined by |A N BJ, which is a nice property
for the intersection search. The experiment on a synthetic dataset confirmed
that |AN B| correlates with the number of hash collisions surely in our method.
Moreover, our method performed more effectively than Min-Hash in the task of
automatic annotation to visual objects discovered from images.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Number
JP18K11311, 2018.
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Abstract. Optical coherence tomography (OCT) is a useful technique
to monitor retinal damage. We present an automatic method to accu-
rately classify rodent OCT images in healthy and pathological (before
and after 14 days of intravitreal injection of Endothelin-1, respectively)
making use of the DenseNet-201 architecture fine-tuned and a customized
top-model. We validated the performance of the method on 1912 OCT
images yielding promising results (AUC = 0.99 + 0.01 in a P = 15
leave-P-out cross-validation). Besides, we also compared the results of
the fine-tuned network with those achieved training the network from
scratch, obtaining some interesting insights. The presented method poses
a step forward in understanding pathological rodent OCT retinal images,
as at the moment there is no known discriminating characteristic which
allows classifying this type of images accurately. The result of this work
is a very accurate and robust automatic method to distinguish between
healthy and a rodent model of glaucoma, which is the backbone of future
works dealing with human OCT images.

Keywords: Optical coherence tomography - Deep-learning
Glaucoma

1 Introduction

Optical coherence tomography (OCT) has become the most important retinal
imaging instrument in ophthalmology for the early diagnosis of pathologies as
it is high-resolution and non-invasive. The retina is organized in layers, and it
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has been demonstrated that changes in this structure may imply ophtalmic,
neurodegenerative and vascular disorders [1]. Examples of these diseases are
age-related macular degeneration (AMD), diabetic macular edema (DME) or
glaucoma. Furthermore, as part of the central nervous system (CNS), the retina
is subject to a variety of specialized immune responses similar to those happening
in the spinal cord and the brain. CNS disorders such as Alzheimer’s disease,
Parkinson’s disease, multiple sclerosis or stroke have been associated to changes
in the retinal structure [2].

Glaucoma is the second leading cause of blindness globally. The disease is
caused by increased intra-ocular pressure resulting in irreversible damage to the
optic nerve head (ONH). Systematic in depth ONH diagnostics after a positive
glaucoma screening would save 4M cases of blindness yearly worldwide but a
cost-effective test is not possible with existing technology. A leading candidate
technology is optical coherence tomography (OCT). OCT is label free and non-
invasive and can be implemented in compact and easy to handle systems with
the potential to be used worldwide as diagnostic approach. Currently even high
quality commercial systems typically achieve about 3-5 um. However glaucoma
screening requires a very high axial resolution for the posterior segment of the
eye; perhaps as small as 1 um. This paper is framed within the European project
GALAHAD, which aims at building a new ultra-high resolution (UHR~) OCT
system in a very cost-effective manner and developing new machine learning
algorithms to analyse both existing data and new UHR- and polarisation sensi-
tive (PS-) OCT images to identify the early stages of glaucoma.

Although the purpose of OCT is human retina imaging, rodents are some-
times utilized in research studies of ophthalmologic diseases and for treatment
evaluation which would be unfeasible in humans. However, human and rodent
retinas present significant differences mainly due to the difference in size. For
example, rodents lenses are relatively larger, they have no macula or fovea. In
addition, the thickness of rodent retinal layers is close to the resolution of stan-
dard OCT devices, which makes image processing of rodent OCT images even
more challenging. For example, while the ganglion cell layer (GCL) in human
eyes has a thickness of 20—60 pm, it is not visibly distinguishable in rodent OCT
images (about 2 um of thickness). The contrary occurs with the inner plexiform
layer (IPL), which is relatively thick in rodent retinas (about 60 pm).

Endothelin-1 (ET-1) is a potent vasoactive peptide that causes vasoconstric-
tion of retinal vessels and subsequent ischemia, which contributes to the degen-
eration of the retinal layers. The ischemia effects are similar to those present in
glaucoma patients, which makes rat model of intravitreal injection of ET-1 suit-
able for research studies of the glaucoma disease and for testing the effectiveness
of new treatments to slow down the layer degeneration process.

Some works have already attempted to classify retinal OCT images from
different databases in healthy and a variety of pathologies. For example, in [3]
the authors accurately detect AMD and DME using multiscale histograms of ori-
ented gradient (HOG) descriptors as feature vectors of a support vector machine
(SVM) in a database of more than 3.000 OCT images. [4] employed the VGG16
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architecture to classify more than 80.000 OCT images in healthy or AMD with
an area under the curve (AUC) of 92.77%. [1] achieved 99%, 89% and 86% in
classifying healthy, AMD and DME OCT images from 45 patients by fine-tuning
the GoogLeNet architecture. As for glaucoma detection, [5] achieved 93.1% of
accuracy on 102 patients feeding a random forest with the features extracted
by a convolutional neural network (CNN). Finally, [6] obtained an AUC = 0.88
in discriminating glaucoma from healthy in 899 patients by applying a logis-
tic regression on different features, such as retinal nerve fiber layer thickness,
inter-ocular difference or age. At the light of these results, it remains unknown
which features are enough discriminating to accurately classify glaucoma in OCT
images [7].

In this paper, an automatic method to distinguish between healthy and a
rodent model of glaucoma where damage to the inner retina is induced by intrav-
itreal injection of endothelin-1 is presented. Its aim is to develop a robust method
for glaucoma modelling in rat OCT images to then adapt it to be used with
humans. Furthermore, this is a first step to better understand which features
are the most discriminating at characterizing glaucoma in OCT images.

2 Methods

2.1 Data

A set of 89 Sprague-Dawley rats were used in the study. Rat OCT images
were taken with the Micron IV equipment (Phoeanix Research Labs, Pleasan-
ton (USA), http://www.phoenixreslabs.com/products/oct2/). On average, 16
images per rat were recorded giving place to a total of 1912 rat OCT images
(Fig. 1). Rats were anesthetized previously to image acquisition. Several OCT
images were acquired before and after intravitreal injection of ET-1. In par-
ticular, a follow-up 14 days after injection was performed, when the maximum
expression of retinal layer modification is produced according to the rodent model
of glaucoma induced by ET-1 injection [8].

2.2 Deep Learning

Deep learning techniques have become the dominant machine learning app-
roach for a wide variety of problems. Differently to traditional machine learn-
ing approaches, where features employed to solve the problem are hand-crafted
by a human (feature engineering) and thus require a large amount of time and
resources, deep learning methods learn these features by themselves through high
amounts of data. Although it was first introduced over 20 years ago [9], it has
been over the last few years when deep learning has lead to an improvement of
the state-of-the-art in several fields of artificial intelligence and machine-learning,
such as image processing, voice processing and language processing applications.
This was possible due to the increase of computational power achieved by GPUs
and the availability of huge amounts of labeled data. Within the scope of image
processing, CNNs are the most used approach [1].
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Fig. 1. Example of a healthy rat OCT acquired with the Micron IV equipment.

In contrast to other deep neural networks which base their learning in updat-
ing the weight of their neurons, CNNs learn matrices (kernels or filters) to con-
volve across inputs to extract features from 3D tensors, normally images, and
feed them to the following layer. Thus, first layers of CNNs learn to detect basic
patterns, such as edges or color blobs of different hue, while layers towards the
end of the model learn to detect more complex and problem-specific patterns.
While convolutional layers are the heart of CNNs, other kind of layers use to
be interspersed with them. Some of these layers are activation layers, such as
rectified linear units layer (ReLU), which applies a fixed activation function to
their input, pooling layers, which down-sample the spatial dimensions of data, or
batch normalization layers, which normalize each input channel across a batch
in order to speed up training and reduce the sensitivity to network initialization.
A full explanation of the layers employed in deep learning is out of the scope of
this paper.

DenseNet Architecture. Many CNNs process data serially, that is, each layer
operates only upon the output of the previous layer. In contrast, the DenseNet
architecture allows each layer of the network to directly process the outputs of all
previous layers. This schema permits features extracted in the early layers of the
network to propagate across the network without being perturbed by subsequent
layers, so the later layers can use this knowledge. Moreover, the availability of
unaltered feature maps from initial layers in the final ones prevents the gradient
“vanishing” problem and makes training via back-propagation more efficient [9].

The DenseNet architecture is composed by so called Dense Blocks and Tran-
sitions. Figure 2 shows its global architecture.

Transitions consists of a batch normalization layer and an 1 x 1 convolu-
tional layer followed by a 2 x 2 average polling layer [9]. On the other hand, the
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Fig. 2. A deep DenseNet with three Dense Blocks and two transitions (convolution +
pooling layers).

Dense Blocks are composed by sequences of Batch Normalization, ReLU and
Convolutional (BN-ReLU-Conv) layers.

In this work, we use the DenseNet-201 architecture, composed by four Dense
Blocks consisting of two BN-ReLU-Conv sequences of 1 x1 and 3 x 3 kernel
sizes. The number of filters of each Dense Block is 6, 12, 48 and 32, respectively.
Furthermore, we added a top model consisting of 5 layers: a dense layer of 512
units with ReLLU activation followed by a 30% dropout layer, a dense layer of 128
units with ReLU activation followed by a 30% dropout layer and a final dense
layer of 2 units with softmax activation, which is the one giving the predictions.

Fine Tuning of Existent Architectures. While deep learning has revolu-
tionized the field of computer vision, it is sometimes difficult to employ it due
to the lack of large datasets, as it requires tens of thousands of examples work
effectively. To overcome this limitation, transfer learning [1] has been introduced,
in which a pre-trained model is employed for a different task than the one for
which it was trained.

2.3 Classification Approach

Our approach for classifying the OCT images in healthy (Day 0 or before injec-
tion) and pathological (Day 14 after injection) is based on the application of the
DenseNet-201 with a customized top model (explained above). Concretely, we
first train the network from scratch and then perform fine tuning to compare
their behaviour. We implement no pre-processing step, just a resizing of OCT
images to 224 x 224 pixels. The employed hardware is an nVidia Titan Xp GPU
with 12 GB of GDDR5X memory and 3840 CUDA cores. The network was con-
figured to use the Adam optimizer [10] with a learning rate of 2 x 10=% , a batch
size of 16 images per batch and 40 epochs.

2.4 Evaluation Methods and Metrics

We use a leave-P-out cross-validation, where P refers to sets of rats mutually
exclusive (that is, a single rat appears only in one set). The reason for this kind
of cross-validation is to ensure that the training set and the test set contained
images from mutually exclusive groups (i.e. there is no single rat which con-
tributed both the training and test set). This decision was made to prevent the
network to learn all type of images. Rats are distributed in cages and groups.
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Thus, a rat labeled as C1G1 identifies the rat 1 in cage 1, the one labeled C1G5
identifies rat 5 in cage 1, and so on. There are a total of 30 sets of rats which vary
in the number of OCT images recorded. Then, to perform the validation, 15 folds
of 2 sets of rats were made, trying to keep the folds balanced (i.e. with a similar
number of healthy and pathological images). Table1 shows the distribution of
the 15 folds performed.

Table 1. Distribution of rat OCT images for the leave-P-out cross-validation. C stands
for Cage, G for group, h for number of healthy images, p for number of pathological
images and % for the percentage of healthy images.

F1 F2 F3 | F4 | F5 | F6 | F7 | F8 | F9 | F10| F11 | F12 | F13 | F14 | F15
19]27(20|29(19|30|23|27[19|29]23|28|20({30[19|27|23]30(20|28|20|29|24|28|24|30|24|23|20|19
5142|121 (121233324144 |1|1|5[4]2]|2|1]|3|3|2[|4]3
8 32| 8 |25|11|25(14|24(11|21|19|21| 9 |20(10|22|12|18| 7 |27| 8 |16|{18|18|20|13|19|18|10|14
37]11133|10]46|11|54|11|38|10[53|10|25]10|26|11|30|10|17|16|18]|10(39]12|41|10|38]|30|18|25
45.45(43.42(40.00|36.89(40.00|38.83 45.31|46.38|42.86|50.75|46.15|41.38|39.29|35.24|35.82

N©|=Q O

3 Results

In this section, we show and compare the results obtained with the network
trained from scratch and fine-tuned. All parameters were exactly the same for
both experiments, the only difference was that first the experiment were per-
formed randomly initializing the weights of the network, and then we trained
the network pre-initializing it with the ImageNet weights (i.e. we fine-tuned it).
Figure 3 shows the progress of the training of both networks in terms of vali-
dation accuracy. As can be observed, the behaviour of the fine-tuned network
is better than the one trained from scratch. The fine-tuned network achieves a
validation accuracy in the range of its final accuracy at epoch 30, whereas the
network trained from scratch does so at epoch 55 and its variability is higher.

Validation Accuracy
Validation Accuracy

o 10 20 30 40 50 60 70 80 90 100 o 10 20 30 40 50 60 70 80 20 100
Epoch Epoch

(a) No fine-tuning (b) Fine-tuning

Fig. 3. Progress of the accuracy obtained in the validation set during training for each
of the 15 folds.
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As for the test set, Fig.4 shows the ROC curve and Table2 presents the
sensitivity, specificity, accuracy and area under the curve (AUC) of the 15 folds
performed for the test set.
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Fig. 4. ROC curve for each of the 15 folds.

Table 2. Metrics of the test set for the 15 folds performed, mean and standard devi-
ation. The metrics presented include: area under the curve (AUC), accuracy (Acc.),
sensitivity (Sn), specificity (Sp) and F1l-score (F1).

No fine-tuning

Fine-tuning

AUC

Acc.

Sn

Sp

F1

AUC

Acc.

Sn

Sp

F1

F1

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

F2

1.0000

0.9342

1.0000

0.8958

0.9180

1.0000

0.9737

1.0000

0.9556

0.9688

F3

0.9722

0.9889

1.0000

0.9818

0.9859

0.9985

0.9778

0.9722

0.9815

0.9722

F4

0.9753

0.9709

0.9730

0.9697

0.9600

0.9623

0.7476

0.5968

0.9756

0.7400

F5

1.0000

0.9875

0.9697

1.0000

0.9846

1.0000

1.0000

1.0000

1.0000

1.0000

F6

0.9706

0.7670

0.6333

0.9535

0.7600

0.9893

0.9320

0.8511

1.0000

0.9195

F7

1.0000

0.9062

1.0000

0.8537

0.8846

1.0000

0.9062

1.0000

0.8537

0.8846

F8

1.0000

0.9710

0.9412

1.0000

0.9697

1.0000

0.9710

0.9412

1.000

0.9697

F9

0.9925

0.9571

0.9655

0.9515

0.9492

1.0000

0.9714

0.9375

1.0000

0.9677

F10

0.9955

0.9104

1.0000

0.8462

0.9032

1.0000

1.0000

1.0000

1.0000

1.0000

F11

0.9479

0.9423

1.0000

0.9032

0.9333

0.9658

0.9423

1.0000

0.9032

0.9333

F12

0.9684

0.8506

0.7447

0.9750

0.8434

0.9924

0.9080

0.8333

0.9778

0.8974

F13

1.0000

0.9524

0.8919

1.0000

0.9429

1.0000

1.0000

1.0000

1.0000

1.0000

F14

1.0000

0.9905

0.9737

1.0000

0.9867

1.0000

0.9810

0.9487

1.0000

0.9737

F15

1.0000

1.0000

1.0000

1.000

1.0000

1.0000

1.0000

1.0000

1.0000

1.0000

0.9882

0.9419

0.9395

0.9553

0.9348

0.9939

0.9541

0.9387

0.9765

0.9485

0.0162

0.0615

0.1044

0.0528

0.0638

0.0121

0.0635

0.1055

0.0415

0.0668




34 F. Fuentes-Hurtado et al.

4 Conclusions

We have presented a method to accurately classify rodent OCT images in healthy
or glaucomatous by using the DenseNet-201 architecture and a customized top-
model. As can be observed in Fig. 3, the fine-tuned approach is faster to converge
and has less variability. We achieve a mean AUC = 0.9939, with 0.9387 of
sensitivity and 0.9765 of specificity. Although this work has been performed on
rodent OCT images, this is a first step to a very promising human OCT screening
system, since rodent OCT images are more challenging than human’s due to their
characteristics and resolution. In future works, we will study the activation of
the layers in the network to better understand what characteristics allow it to
be accurate, which will suppose important insights in glaucoma understanding.
Furthermore, we will try to improve the system by applying some pre-processing
steps to the images. Finally, the system will be modified to work with humans.
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Abstract. We are constantly making very fast attributions from faces,
such as whether a person is trustworthy or threatening, that influence our
behavior towards people. In this work, we present a method to automat-
ically tell the importance of facial features on social trait perception. We
employ an unsupervised clustering method to group the facial features
by similarity and then create a model which explains the contribution of
each facial feature to each social trait by means of a Genetic Algorithm.
Our model deals with the difficulties associated to quantifying social
impression using judgments from human observers (low inter- and intra-
observer agreement) and obtains significant correlations greater than 0.7
for all social impressions, which justifies the method developed. Finally,
the weights of the eyebrows, eyes, nose, mouth, jawline and facial fea-
ture distances are shown and discussed. This work poses a step forward
in social trait impression understanding, as to the date, there is no other
work quantifying the effects of facial features on social trait perception.

Keywords: Clustering - Genetic algorithms - Social trait impressions

1 Introduction

People are constantly making attributions from faces, such as whether a person
is trustworthy or threatening. It is with good reason that the face is the primary
source of visual information for identifying people and reading their emotional
and mental states [1]. In fact, these attributions are formed very fast in our
brains: an exposure of as little as 34 ms is enough to form an impression, and
they do not change with exposures longer than 200 ms. Furthermore, attributions
made from faces are very important, as they are very likely to influence our
behaviour towards people, such as whom we help, whom we hire, or whom we
ask for a date [2,3].

As Kaheman et al. [4] suggested, impressions from faces are natural assess-
ments that have more to do with perception than with thinking. The face has
been considered as a window to a person’s true nature ever since ancient cul-
tures. However, it was in the nineteenth century when this assumption reached
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his heyday. Lavater et al. [5], a Swiss pastor, spread the ideas of physiognomy, the
“art” of reading personality in faces. Lombroso et al. [6], the founding father of
criminal anthropology, wrote about how it could be possible to identify criminals
by external, physical characteristics. Galton et al. [7] developed the first mor-
phing techniques in his work to identify specific human types ranging from the
ideal English man to the criminal. Their ideas were discarded in the twentieth
century, however, they were onto something.

A large body of research shows that facial appearances influence significant
social outcomes in very diverse domains, such as politics, law, business, and the
military. Many of the performed studies find that particular facial characteristics
can help to experience desirable outcomes (e.g., winning an election) or avoid
undesirable outcomes (e.g., being convicted of a crime) [8]. Indeed, Kramer et
al. [9] show how internal facial features are signals of personality and health.
So, what differences in facial structure and appearance lead to these social infer-
ences? For example, what information is used by people to decide if a face looks
trustworthy or untrustworthy? To the best of our knowledge, there is no quan-
titative information about the importance of each facial feature contribution to
social trait perception.

A big problem when trying to model the possible relationships among facial
characteristics and social traits is that the space of possible variables driving the
perceptions of these traits is infinitely large, so it results almost impossible to
solve this problem with conventional approaches. According to Kramer et al. [9],
many personality traits can be accurately judged from static facial features. In
fact, internal features can by themselves carry much of the information used for
personality judgments. Therefore, in this work, we propose a complete pipeline
to find the relationships among facial features and social traits in an automatic,
quantitative manner. To do so, we implement a clustering method to group all
similar facial features by appearance, with which we use as input together with
the assessments available in the employed database to a pseudo-heuristic search
method (Genetic Algorithm) in order to find the sought relationships.

The rest of the paper is organized as follows: Sect.2 shows the methods
implemented. It details the procedure followed to build a facial feature taxon-
omy and how the relationships among the different types of facial features and
social traits were obtained. Section 3 shows the results and the validation of the
proposed procedure. Finally, Sect. 4 provides the discussion of the method and
conclusions.

2 Methods

The procedure followed in this work is as follows. First, we extracted the facial
features (eyebrows, eyes, noses, mouths and jawlines) from a number of White
faces with available assessments in some social traits. As the number of facial
features was high and there were similarities among them, we then performed
a clustering to group all the similar facial traits together. We used two facial
landmark detectors [10,11] to locate the facial features, extract and align them
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(one for the internal facial features and the another one for the jawline), and
then employed the eigenfaces approach [12] to obtain the basis in which the
facial feature images could be decomposed. The clustering was performed using
as input the weights characterizing each of the available facial feature images.
Finally, we employed a Genetic Algorithm to optimize a model able to tell the
weight of each facial feature on each social trait.

2.1 Data

The database employed in this work is the Chicago Face Database [13]. Con-
cretely, we used the 93 white male faces of ages ranging from 16 to 43 present
in the database. Each target in the database was represented with a normalized
neutral expression photo. According to Kramer et al. [9], static properties of
the face have been associated with enduring behavioural biases in the form of
personality. This means that it is possible to identify certain personality traits
of strangers at a level significantly above chance, based only on a photograph of
the face with a neutral expression. We chose to use this database as it has rat-
ings on 15 different social traits (Afraid, Angry, Attractive, Babyface, Disgusted,
Dominant, Feminine, Happy, Masculine, Prototypic, Sad, Surprised, Threaten-
ing, Trustworthy and Unusual).

2.2 Grouping of Facial Features by Appearance

Facial Feature Extraction. We employed a facial landmark detector to locate
and extract six different facial features: eyebrows, eyes, nose, mouth, jawlines and
distances. These can be classified into internal facial features (eyebrows, eyes,
nose and mouth) and external (jawline and distances). The jawline was defined
by its landmarks and the centroids of all the internal facial features, while the
distances were defined as the distance from the centroid of the polygon formed
by the landmarks belonging to each facial feature to the lowermost point of
the jawline. All the internal facial features belonging to the same group were
aligned using their centroid and their image’s size normalized. Jawlines were not
normalized as the CFD images were already normalized and aligned.

Eigenfaces Approach. With the facial feature images aligned and normalized,
the next step is their clustering. To do so, we implemented the eigenfaces [12]
approach to obtain a relatively low-dimensional vector of characteristics which
characterized the features instead of using the raw images (very sensitive to
noise and difficult to cluster due to the high dimensionality). This method per-
forms a PCA analysis over an ensemble of face images to form a set of basis
features [14]. These basis images, known as eigenpictures, can be linearly com-
bined (multiplied by a weight and added up together) to reconstruct images in
the original set. This procedure allows for automatic, robust, fast and objec-
tive holistic characterization of the facial features considering their appearance
while summarizing the central information. Internal features were characterized
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using just 45 eigenvalues. The same value was chosen for all of them in order to
facilitate the subsequent clustering process, bearing in mind that the explained
variances were about 85% or higher in all cases. On the other hand, jawlines
were clustered using the previously extracted coordinates, and distances making
use of intervals.

K-means Clustering. The clustering or classification by appearance of the
extracted facial features is necessary in order to create taxonomies, which are
needed to create the face model, in turn necessary to obtain the facial feature
weights for each social trait. The reason for this is explained using only internal
facial features for the sake of simplicity.

Let’s consider a list of faces with their internal features (eyebrows, eyes, noses
and mouths). Although it might seem enough to find a function of similarity able
to tell how similar two features are and then take the score of the face where
the most similar feature is found, by doing this, the assumption that features
are independent among them is made, which is incorrect. When looking a face,
people see a gestalt of features, meaning that features interfere one with another
in order to form the impressions people experience when seeing faces. One way
to gather this interferences or relationships among features is to group features
by similarity. In this way, when a new face is processed, the eye is compared
with all the groups available, and one is chosen. Then, inside this group, several
eyes extracted from several different faces are present. Thus, this group has a
mean score computed having into account every present face. The key point
is that being together in the same group means that all these eyes are similar
while the group score has been computed using the face score of the faces they
belong and not some sort of eye score, because there is no available score for
just the eyes. This links the score obtained by the cluster to the aforementioned
type of eye, and it can be considered that this score will be the same or very
similar for any possible combination of the rest of facial features, because the
eye cluster itself has been created accounting for some variance of these other
features, as shows Fig. la. However, if all the eyes were considered without any
clustering, a similarity function would tell which is the most similar eye, but
this eye would be inside a face with certain eyebrows, nose and mouth (reference
face). Therefore, this score would be valid only if the rest of facial features of the
queried face also belonged to the same clusters as the reference face (Fig. 1b).
Although the ideal situation would be to account for 274, 3*4 4" order (and so
on) relationships among features, thus modeling relationships of every feature
with each other, this would require a huge amount of rated faces unavailable at
the moment. Then, the implemented solution tries to overcome this problem to
the extent possible, accounting for the feature variability present on the faces
within a certain cluster.

Let’s understand it with the example of Fig. 1. All these eyes represent groups
of different faces, which further have their eyebrows, noses and mouths. Thus,
these eyes cluster scores are the average of these faces scores for Afraid. With
clustering, the score of eye E1 is computed accounting for the scores of three
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faces whose eyes fall within cluster E1, but have different eyebrows (EB7, EB5,
EBL1), noses (N8, N1, N7) and mouths (M10, M2, M5). Without clustering, the
score of eye E1 is the score of the face with E1 when combined with EB7, N8 and
M10. But if E1 was to be combined with another eyebrow (EB3, for example),
this score (2, 56) would no longer be valid, as it was not computed taking into
account that it could be used with other different features.

Without clustering
Eye Afraid Eye Afraid
M10 2,76 |—> ‘.. E1 298 N8 M10 9 Bl 256

e 3';4; N1 M2 o E2 368
)

N7 M5 E3 1,97
N2 M2 s2 E4 5,06
N3 M4 Cad E5 465
M1 /1,50\— k 1,37 N4 M2 2 E6 6,78
M6 | 1,07 T N1 Eal 7 152
: ) : N6 M5 £ad E8 4,58

M8 6,65 i—* S
M4 536 |

(a) With clustering (b) Without clustering

Fig. 1. Why clustering is needed.

We selected the K-means algorithm to perform the clustering. The input were
the 45 first weights which multiplied by the basis images recovered the original
facial feature images (this kept at least the 85% of the explained variance). As
the number of clusters was unknown a priori, we performed clusterings with
k = 5,6,7...25 clusters. Then, for each clustering, we computed the Dunn’s
Index [15] and the number of clusters with only 1 instance (mono-clusters), and
established a decision criterion to chose the most suitable clustering as the one
with the highest Dunn’s Index and less than 2 mono-clusters. This decision was
made to promote clusterings whose clusters had a similar number of instances.
We then validated the chosen clustering with humans.

2.3 Finding Relationships Among Facial Features and Social Traits

As was previously commented, the employed database provides ratings in a series
of social traits (i.e. each face has a score for a given social trait). Then, after
performing the clustering, each cluster score was computed as the average of all
faces’ score belonging to it (i.e. all the faces which feature was within the given
cluster). In this manner, we computed a score for each type of facial feature
which we call cluster mean score.

As literature shows, not all facial features have the same importance when
inferring social attributes [16]. Then, we implemented a weighted sum of the
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facial features scores. This allowed us to recompute the face score of the exist-
ing faces by using our function and compare it with the real one. The weight
optimization was performed using a Genetic Algorithm to optimize the following
function (i denotes the social impression for which the score is being calculated):

scorels weight'y, 5 i
scorel weight’y
score'y weightly
scorel, weight'
GFS' — scm;eZJ . w‘ezghtlJ (1)
scorehpp weitght’hpp
score’h g weight'y g
score’y weight’y y
scorep weightjDM
scoreppp wetght’s pp

However, as the values employed in order to compute this calculation are the
means of the facial features belonging to each cluster, the variance is diminished
in excess. Therefore, this prediction function cannot reproduce extreme values
present in the CFD database, as the means have flattened them out. To solve
this situation, the predicted values are transformed so they have the same mean
and standard deviation as the original CFD scores. As each social trait has a
different mean and standard deviation, this process is performed separately for
each of them. Equation 2 illustrates this operation.

GFSewpanded = M -0cFp + HCFD (2)
OGFS

Where GF'S is the global face score for a given impression, pugrs and ogrs
are defined as the mean and the standard deviation of the global face score
obtained with the evaluation function, and pugps and ogpg are the mean and
the standard deviation of the CFD scores.

As aforementioned, the goal of the developed model is to achieve a good
fitting of the evaluating function to the data available on the CFD. The better
this fitting is, the better the weights represent the relationships between the facial
features and the social traits. The GA employed to perform this optimization
was configured to perform single-point crossover and uniform mutation with a
probability of Pe..ossover = 0.6 and Py yuiation = 0.4 respectively on a population
of 50 individuals. The permitted range for the weights was set to the interval
[0, 1]. The number of iterations was established at 200 000, however, it was never
reached due to the early stopping condition implemented. This condition allowed
for a maximum of 100 consecutive iterations without a change higher than 0.0001
in the fitness function solution. The selection method employed was Stochastic
Universal Sampling, and the Survivor Selection Policy was fitness-based with
elitism, that is, the best individual was always selected for the next iteration.
Finally, the fitness function was defined as the mean squared error between
the predictions made with a given combination of weights and the actual face
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scores of the CFD faces. With this configuration, the optimization was performed
individually for each impression, resulting in a total of 15 set of weights, one for
each trait impression.

3 Results

3.1 Clustering Facial Features by Appearance

Table 1 shows the cluster metrics obtained for each facial feature using the clus-
tering procedure explained in methods. k refers to the original number of clus-
ters and kfinq to the final number of clusters after removing the mono-clusters
(referred to as mc in the table). Furthermore, the Dunn’s Index and the Silhou-
ette Index are also given for each clustering for descriptive purposes.

Table 1. Clusters obtained for each facial feature.

k | kfinar | # of mc DI |SI
Eyebrows | 12 | 10 2 0.57]0.21
Eyes 19|19 0 0.86 | 0.12
Noses 1212 0 0.620.17
Mouths 11| 9 2 0.550.21
Jawlines | 12|11 1 1.00 | 0.22

3.2 Weights of the Facial Features in the Different Social Traits

As aforementioned, the validity of the computed weights is subject to how well
our implemented model is able to reproduce the CFD scores. Then, in this
section, we show the fitting achieved for the CFD faces. Three metrics are com-
puted, the correlation (with its corresponding p-value), the coefficient of deter-
mination (r?), and the mean squared error (MSE). As was explained in Sect. 2.3,
the global face scores (GFS) obtained with the evaluating function need to be
transformed in order to better reproduce the dispersion present in CFD scores.
Table 2 shows these results without and with dispersion. Correlations are the
same in both cases due to the linearity of the operations performed.

Figure2 presents the weight of each facial feature averaged for all social
traits. Eyes and nose are the most important facial features regarding social
trait perception, with just eyes and nose accounting for 45.40% of the impor-
tance, and 67.65% if we also consider their corresponding distances (Fig.2). The
distance between eyes is also very important, with 12.34%. Jaw (12.14%), eye-
brows (11.21%), and mouth (9.00%) complete the distribution of weights of facial
features for social trait impression.
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Table 2. Results of the implemented social trait model for each social trait.

Correlation | p-value | r? MSE
W/o disp. | W/ disp.
Afraid 0.7018 3.28e—150.4925 | 0.1088 0.1013
Angry 0.7274 1.01e—16 | 0.5292 | 0.2745 0.1872
Attractive | 0.7661 2.35e—19 | 0.5869 | 0.2540 0.1923
Babyface 0.8124 2.86e—23 | 0.6600 | 0.3486 0.1661
Disgusted | 0.7008 3.71e—150.4912 | 0.1303 0.0841
Dominant | 0.7429 1.01e—17{0.5519 | 0.3461 0.2480
Feminine 0.8086 6.56e—23 | 0.6538 | 0.1014 0.0528
Happy 0.7551 1.47e—18 | 0.5702 | 0.1966 0.1222
Masculine | 0.7927 1.76e—21 | 0.6283 | 0.2023 0.1051
Prototypical | 0.8208 4.26e—2410.6737 | 0.4139 0.7067
Sad 0.7273 1.02e—16 | 0.5290 | 0.2486 0.2183
Surprised 0.7755 4.43e—20|0.6015 | 0.0403 0.0220
Threatening | 0.7559 1.30e—18{0.5713 | 0.2684 0.1730
Trustworthy | 0.7492 3.83e—18 | 0.5612 | 0.0901 0.0633
Unusual 0.7536 1.87e—18|0.5680 | 0.2260 0.1896
Mean 0.7593 4.82e—16 | 0.5779 | 0.2167 0.1755

6,36%

® Eyebrow ®Eye mNose ® Mouth mJaw mDEB mDE mDN =DM mDEE

Fig. 2. Average importance of each facial feature in the perception of social traits.
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Fig. 3. Importance of each facial feature in the perception of each social trait.

Figure 3 presents the weight of each facial feature for each social trait. For
example, eyes alone are very important for the definition of Afraid, Dominant,
Masculine and Prototypical; but very few for Angry. Nevertheless, when dis-
tances are considered as well, eyes and their related distances obtain the maxi-
mum importance for Disgusted, Dominant, Threatening and Trustworthy. This
implies a high importance of the eye distances for Disgusted, Threatening and
Trustworthy. On the other hand, nose’s importance is higher for Masculine, Sad
and Surprised, and lower for Babyface and Unusual. Mouth is very few important
for every impression, obtaining its maximum for Babyface, with less than 10%.
Jaw reaches its highest importance for Afraid, Dominant, Feminine and Sur-
prised. Finally, it is also important to note how distances are very important,
obtaining near 50% of importance for several impressions.

4 Conclusions

In this work, we presented an automatic method for assessing the importance
of facial features in social trait perception. We computed the weights for fifteen
social traits obtaining a fit with a correlation greater than 0.75 and a r% > 0.55
for 9 of them, and close values for the rest. This means that our model is accu-
rate if we think about the within- and between-person variability when assessing
social traits [17]. This poses a very interesting tool for forensic computing, psy-
chologists, marketing, etc., as it allows to compute the average social traits asso-
ciated with a face automatically as opposed to performing a trial with a group
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of persons. Moreover, due to the general design of our pipeline, it is possible to
perform this same procedure with any database of interest.

Nevertheless, the model implemented to compute the facial feature weights
has some important limitations, as the absence of hair modeling or the assump-
tion of face symmetry. In addition, interactions between features are disregarded,
which might vastly improve the performance of the model. However, we did not
dispose of enough photographs as to consider these inter-relationships. Thus, the
low quantity of faces available has been a limiting factor as well. In future works,
more images will be gathered and labeled, and the face model will include hair,
asymmetry and features inter-relationships. Furthermore, ethnicity independent
models will also be created and the female gender included.

To sum up, considering the great subjectivity and variability present in social
trait perception, we consider that the developed model is a step forward in the
understanding of how these impressions are produced.

References

1. Todorov, A., Dotsch, R., Wigboldus, D.H., Said, C.P.: Data-driven methods for
modeling social perception. Soc. Pers. Psychol. Compass 5(10), 775-791 (2011)

2. Zebrowitz, L.A., Montepare, J.M.: Social psychological face perception: why
appearance matters. Soc. Pers. Psychol. Compass 2(3), 1497-1517 (2008)

3. Rule, N., Ambady, N.: First impressions of the face: predicting success. Soc. Pers.
Psychol. Compass 4(8), 506-516 (2010)

4. Kahneman, D.: A perspective on judgment and choice: mapping bounded rational-
ity. Am. Psychol. 58(9), 697 (2003)

5. Lavater, J.C.: Essays on physiognomy: for the promotion of the knowledge and the
love of mankind; written in the German language by JC Lavater, abridged from
Mr. Holcrofts translation. Printed for GGJ & J, Robinson (1800)

6. Lombroso, C.: Criminal man, translated and with a new introduction by Mary Gib-
son and Nicole Hahn rafter. Duke University Press, Durham, NC (2006). (Original
work published 1876 and 1897)

7. Galton, F.: Inquiries into the Human Faculty & its Development. JM Dent and
Company, Darlington (1883)

8. Olivola, C.Y., Funk, F., Todorov, A.: Social attributions from faces bias human
choices. Trends Cogn. Sci. 18(11), 566-570 (2014)

9. Kramer, R.S., Ward, R.: Internal facial features are signals of personality and
health. Q. J. Exp. Psychol. 63(11), 2273-2287 (2010)

10. Asthana, A., Zafeiriou, S., Cheng, S., Pantic, M.: Incremental face alignment in
the wild. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1859-1866 (2014)

11. Thomas, P.B., Baltrusaitis, T., Robinson, P., Vivian, A.J.: The cambridge face
tracker: accurate, low cost measurement of head posture using computer vision
and face recognition software. Transl. Vis. Sci. Technol. 5(5), 8 (2016)

12. Turk, M., Pentland, A.: Eigenfaces for recognition. J. Cogn. Neurosci. 3(1), 71-86
(1991)

13. Ma, D.S., Correll, J., Wittenbrink, B.: The Chicago face database: a free stimulus
set of faces and norming data. Behav. Res. Methods 47(4), 1122-1135 (2015)



14.

15.

16.

17.

Finding the Importance of Facial Features in Social Trait Perception 45

Sirovich, L., Kirby, M.: Low-dimensional procedure for the characterization of
human faces. Josa a 4(3), 519-524 (1987)

Dunn, J.C.: Well-separated clusters and optimal fuzzy partitions. J. Cybern. 4(1),
95-104 (1974)

Santos, I.M., Young, A.W.: Inferring social attributes from different face regions:
evidence for holistic processing. Q. J. Exp. Psychol. 64(4), 751-766 (2011)
Sutherland, C.A., Young, A.W., Rhodes, G.: Facial first impressions from another
angle: how social judgements are influenced by changeable and invariant facial
properties. Br. J. Psychol. 108(2), 397—415 (2017)



)

Check for
updates

Effective Centralized Trust Management
Model for Internet of Things

Hela Maddar(g), Wafa Kammoun(@), and Habib Youssef™

PRINCE Research Laboratory ISITCom, Sousse University, Hammam Sousse,
Sousse, Tunisia
maddar. hela. si@gmail. com, wafa_kammoun@yahoo. fr,
habib. youssef@fsm. rnu. tn

Abstract. The emergence of the Internet of Things (IoT) is a result of con-
vergence between multiple technologies, like Internet, wireless communication,
embedded systems, microelectronic systems and nanotechnology. In 2016, 5.5
million objects are connected every day in the world. A number that could
quickly reach billions by 2020 [1]. Gartner predicts that 26 billion objects will
be installed in 2020. The market for connected objects could range from a few
tens of billions to up to several thousand billion units. Among the vital com-
ponents of IoT, we find wireless sensor networks (WSNs). Wireless sensor
networks as a vital component of the IoT, allow the representation of dynamic
characteristics of the real world in the virtual world of the Internet. Nevertheless,
the opening of these types of network to the Internet presents a serious problem
stand point security. For that, the implementation of intrusion detection mech-
anisms is essential to limit the internal and external attacks that threaten the
smooth running of the network. In this paper, we propose an efficient trust
management model which seeks deeply through the nodes to detect attacks that
threaten wireless sensor networks. Our model includes a geographical local-
ization system used to identify the nodes location. Although, it includes a set of
rules detection attacks based on different parameter analysis. Furthermore, we
propose a mathematical model for trust establishment and its update on the
network. During the simulations we observe an improvement of the efficiency of
the implemented geo-location model and also a reasonable energy consumption.
Similarly, we have been able to evince the efficiency of our model in terms of
attacks detection rate.

Keywords: IoT - WSNs - Trust - Security - Direct trust - Indirect trust
TDOA

1 Introduction

Recently, we assist to the emergence of the Internet of Things (IoT), which represents a
new paradigm that is upsetting the field of networks and telecommunications. Thanks
to Internet of Things, we had the opportunity to connect anywhere and anytime. We
just need to have an internet connection. The IoT allow us to connect different devices
such as Radio Frequency Identification (RFID). Their role consist on tracking the

traceability of objects followed.

© Springer Nature Switzerland AG 2018
H. Yin et al. (Eds.): IDEAL 2018, LNCS 11314, pp. 46-57, 2018.
https://doi.org/10.1007/978-3-030-03493-1_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03493-1_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03493-1_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03493-1_6&amp;domain=pdf
https://doi.org/10.1007/978-3-030-03493-1_6

Effective Centralized Trust Management Model for Internet of Things 47

Other components of the IoT are drones. These are miniature unmanned aircraft.
Drones are now elected to make an important part of the future Internet either as an
intelligent object reporting control data or as a particular mobile data router flying
between different parties connected to the internet. Smartphones and tablets are already
connected to the internet by various technologies such as Wi-Fi, 3G and 4G. These
allow users to supervise and order their connected objects remotely via their smart-
phones or tablets.

Wireless sensor networks are an important technology of Internet of Things. They
represent the state of objects or environment in which they are deployed. The data
collected will be communicated to the various components of the Internet of Things
and subsequently to the user who can view, check and monitor the data collected
through his smartphone without any need to move. All his need is an internet con-
nection. Nevertheless, the opening of wireless sensor networks to the internet presents a
serious problem stand-point safety.

In fact, security solutions already approved for WSNs are not enough. The term
security is usually related to cryptography. Cryptographic mechanism only cannot be
an effective solution to manage the various vulnerabilities of WSNs. An attacker which
was able to access to the network and have valid cryptographic keys will be seen as
normal node and cannot be detected as malicious. In this case, Trust Management is
seen primordial to detect intrusions and denials of service that may occur on the
network.

In this work, we propose a new lightweight model of trust management for Internet
of Things. Specifically for WSNs. In our model, a verification of node identity is
always checked with TDOA (Time Difference Of Arrival) [2] which is a location
technique used to detect any Sybil or identity theft attack. Thereafter, we have proposed
a set of detection rules based on nodes behavioral analysis to detect any malicious
event occurring on the network. Subsequently, we proposed a trust calculation model to
classify node behavior as trusted or untrusted. Simulations were performed to prove the
performance of our model.

This paper is organized as follows: Sect. 2 presents the state of the art, Sect. 3
describes our proposed model, Sect. 4 presents the trust establishment model proposed,
Sect. 5 describes inter and intra cluster intrusion detection model, Sect. 6 presents the
experimentation results, and finally Sect. 7 concludes the paper.

2 State of the Art

Several researchers were done on Trust and intrusion detection, which is seen as an
essential attribute in relationship building between entities. It has been studied for a
long time by scientists from different scientific fields [3—6]. The general idea of trust
system for sensor networks is to observe the behavior of the sensors, their conformity
with respect to what is expected, to calculate and to assign values of trust to the
different participating nodes. The first trusted management model used for WSN was
proposed by Josang & Ismail in 2002 [3]. It is a probabilistic mechanism model
developed for e-commerce system and applied to WSNs. Ganeriwal and Srivatava in
Reputation-based Framework for High Integrity Sensor Networks [4] used the work of
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Josang & Ismail based on the beta probability function to create their trust model for
wireless sensors Networks. This work is the first model of trust and reputation des-
ignated and developed exclusively for wireless sensor networks. In PLUS (Parame-
terized and Localized Trust Management Scheme) [7], the authors assume that all
important control packets generated by the base station must contain a hash sequence
number. The inclusion of hash in the control packets increases the size of packet and
the transmission, reception power consumption. Each time the judge node receive a
packet from another neighboring node, it always checks its integrity. If the integrity of
the packet fails, the trust value of the sender node will be decreased.

Other recent trust models based on IDS ‘Intrusion Detection System’ to differen-
tiate between honest and dishonest nodes have been developed. On [8], the authors
have created detective rules implemented in nodes agents which are charged by
observation. This work presents much more performance compared to existing models
like [4, 7]. This detection model is based on two evaluation criteria: the number of
packets deleted and the radio power value received. Four attacks are managed by this
model. Another more recent model created by the same authors in [9], took into
account more attacks to detect and increase the evaluation criteria. Given the large
amount of energy dissipated by trusted management models and the vital importance of
energy for the survival of this type of network, the authors in [10] have created a
lightweight trust management model that allow to limit attacks by proposing some light
criteria of behaviors evaluations without setting precise rules for each attack. Another
recent model of trust management based on IDS agent presented in [11]. This model is
a powerful model stand point detection of several attacks. Nevertheless it is very costly
stand point energy consumption as the most trust management model where all nodes
are charged by the observation of all neighbors nodes present in their radio range.

In [12], the authors propose an intrusion detection system which makes possible to
classify the behavior of sensor nodes as trusted or not. This model manage three types
of attacks, jamming attack, selective attack and the hello flood attack. This detection is
based on the evaluation of three parameters. The received radio power, the ratio
between the received packets and the sent packets and the rate of the control packets
generated.

The authors in [13], have proposed a trust model based on energy calculation to
detect Sybil attack. According to the authors, each node in the network is identified by
a triplet <identity, location, energy>. Each time a new message is received, a verifi-
cation of the validity of the identity received with the received location is performed.
Thus, a verification of the energy consumed must take place.

In [14], the authors propose four rules on which the verification of the behavior of
the sensor nodes is based. This model of detection is established using a multi-agent
system where each detection rules are observed by specific agents.

In our work, we seek to create a new trust management model based on different
evaluation parameters. An <identity, location> conformance check is always performed
to ensure the validity of the source of message received. This verification is based on
the TDOA geographic location technique. To remind, GPS (Global Position System)
cannot be an effective solution when we are in the indoor, and, given the heterogeneous
nature of IoT, GPS system is not sufficient for our needs. For this we have implemented
a localization technique that works at the indoors and outdoors to be sufficient for IoT
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needs. A node behavior analysis rules set has been fixed to detect any malicious event
that has survived on the network. Subsequently, we propose a mathematical model to
update the trust values of network nodes. A node with trust value below the minimum
threshold will be considered as malicious and will be removed from the network.
Finally, different simulations were performed to prove the performance of our model.

3 Our Proposed Model

In this section, we present our network model and the various proposed intrusion
detection rules based on different network settings.

3.1 Network Model

Our work is based on a hierarchical network whose resources between nodes are
equivalent. The network is made by normal nodes SN, cluster heads CH and a base
station BS which is supposed trusted. Communication between SN nodes and CH is
accomplished in one-hop. Similarly for the communication between the CHs and the
base station. Nodes of the same type (SN or CH) are loaded by the same process. They
are not randomly deployed. The network is divided into zones. Each zone has an
equivalent number of nodes. The election of a new CH for a given area will always be
made from the same area. The routing protocol used for communication is the LEACH
Protocol [14].

3.2 Proposed Detection Rules

Our evaluation model is based on six rules to evaluate the behavior of nodes that will
be detailed in the following. Initial thresholds for the measured network parameters will
be set during an initialization period that is assumed trusted. The observation of the
behavior in the network is carried out by cluster heads and the base station. Each zone
leader is responsible for assessing the behavior of nodes of its zone. A periodic report
of the measured parameters will be sent to the base station after each period of time
Terioa- The base station is responsible for evaluating the behavior of the different CH
based on parameter calculated described below for each CH. The trust update is only
performed by the base station.

Location Compliance Verification Rule

In order to verify <identity, location> compliance, we used the TDOA (Time difference
of Arrival) localization technique. The TDOA technique consists to calculate the arrival
time of signal at different receivers, then, calculate the difference in arrival time
between at least three receivers. Between a pair of nodes i and j, the TDOA is
expressed by the formula below:

1 d;;
TDOA,’j:li—tj:—(di_dj) ' (1)
c c
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This position corresponds to the intersection of the hyperbolas obtained from
TDOA estimated by each node. To determinate nodes location, anchor nodes are
deployed specifically to determine the location of nodes, which contribute only to the
geographic computation and are not limited in resources. These nodes are assumed
trusted. If no conformity <identity, location> is detected, a Sybil or identity theft attack
is detected. A location conformance check is performed by the base station to deter-
mine the malicious nodes.

Radio Signal Strength Indication RSSI

The RSSI is the power indicator contained in a received radio signal. Radio power may
decrease over time but never increase. From this, we set a rule to check the compat-
ibility between the periodic received average radio power at each time period Tperioq
with the initial average radio power received in an initial time 7,;;,;. The average initial
radio power is expressed by:

tinitial .
RSSIavg_initial = Zi:l rSSli/tinizial (2)

The periodic average power calculated in a period Tperoq is expressed by the
following mathematical formula:

RSSlye =Y .  RSSIift (3)

However if RSSI,,, > RSSI,e nitiai>, @ sinkhole, blackhole or wormhole attack is
detected.

Number of Packets Received NPR

In our network, the nodes are pre-loaded by the same processing. Thus, the number of
packets sent by nodes of same type (SN or CH) is the same. In order to verify that the
number of packets received does not exceed the normal state, a check of the average
number of packets received in an initialization period Tj iy is performed with the
average number of packets received is expressed by:

t__initial

NPRayg_initias = Y ., NPRi/t_initial (4)

Subsequently, a periodic check of the number of packets received in each period of
time T}erioq is performed too with the average number of packets received is expressed
by the following mathematical formula:

NPR g = Zj:l NPR;/t (5)

If the number of packets received in a Tp.,q time excels the average number of
packets received in the initialization period, an abnormal behavior will be detected.
Note that the number of packets received may decrease over time but never increase.
This decrease is usually due to the failure of nodes, loss of packets due to collusion, or
jamming, which can survive on network.



Effective Centralized Trust Management Model for Internet of Things 51

If NPRyy, > NPRuyg_iniria, denial of service or sinkhole attack is detected.

Energy Consuming Amount ECA
In our detection model, we periodically conduct a verification of the amount of energy
consumed ECA at each time period. The amount of energy dissipated is almost the
same at each time period for nodes of same type as these nodes are loaded by the same
processing.

The amount of energy consumed in each period is determined by the following
mathematical formula:

ECAuyg = ECAgyg 4 — ECApyg [t (6)

Where ECA,yq 4, is the average value of energy calculated at time t minus the old
average value determined at the previous time t.
The average energy dissipated in an initialization period Tj,iq is expressed by:

Linitial
ECAavg_initiat = Y "\ ECAi/tiniiat (7)

If ECAguyg > ECAquyg_inirial, denial of service or sinkhole attack is detected.

Jitter

It is the variation of latency over time. Transmission delays can be affected by network
conditions such as imperfect connections, node failures, and collusion. A decrease in
the latency time strongly indicates the presence of attack on the network.

To detect any abnormal packet delay events, we periodically calculate an average
value of the received jitter value. This value will be compared with the initial average
value of jitter determinated in an initialization period Tjsia-

With,

Jitter g = Zj:l Jitter; |t (8)
And
t__initial

Jitterag_inisiar = Y | Jitter;/t_initial (9)

If Jitter,,, <Jitterayg_inirial, denial of service attack is detected.

4 Establishment of Trust

In our model, the establishment of trust is based on direct observation, indirect
observation, updating and aging. The calculation of trust is based on direct and indirect
observation. Aging and updating are factors that guarantee the efficiency and robust-
ness of our model.
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4.1 Trusted Values

Initially each node is trusty, and has a trust value equal to 1. In our model, a trust
threshold is set to 0.5. A node is considered trusted if its trust value is greater or equal
than 0.5.

4.2 Trust Calculation Process

Trust calculation is done in a centralized way where only the base station is loaded by
this task. The calculation formula proposed is as follows:

Rn

Tspli, 1]= Tspli,t — 1] [ZR:I (or:Br)] (10)

With Tggli, 7 — 1] represents the old trust value pre-loaded in the base station data
base related to i node from network in a preceding time t-1. The variable Rn represent
the set of rules with R represent the current rule to check. The variable o is a Boolean
variable, if the rule is applied, oz takes 1 otherwise it takes 0. The variable /5, takes 0.1
in case of noncompliance of RSSI or Jitter or ECA or NPR detected. In case of no
conformity location detected, 5, takes Tsg|ch,t — 1], and the trust of the current node
will be reset to 0.

5 Inter and Intra Cluster Intrusion Detection Model

Within an area of the network, the observation of nodes behavior is carried out by CH.
A periodic calculation of different parameters to evaluate is performed for each node in
the zone. A report containing the result will be sent to the base station after each
evaluation period.

Clusters heads are a very attractive target for attackers because they represent the
center of data collection of their zone. After data collection, they are charged by the
aggregation of data received, then by transmitting it to the sink. CHs behaviors are
evaluated by the base station basing on the different rules already cited. Only the base
station has the right to update nodes trust and eliminate untrusted nodes.

6 Experimentation

To evaluate the features of our model, we used MATLAB. In order to test the per-
formances of our model we applied our detection model on the LEACH routing pro-
tocol. The choice of LEACH protocol is based on its popularity and widespread use in
recent research. Indeed, our model can be applied on any protocol with hierarchical
architecture. The purpose of our simulations is to first assess the effectiveness of the
applied localization model. Subsequently, we are interested to evaluate the amount of
energy consumed. Thirdly, we study the performance in terms of attacks detection in
comparison with existing models. Below are the different parameter values taken
during our experimentation (Table 1).
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Table 1. Parameters of the experimental model.

Parameter Value
Routing protocol used LEACH
Area 100%100 m*
Simulation round 300
Number of node 91, 181
Sink location 50%50
Radio range 50 m

MAC protocol used IEEE 802.15.4
Initial Energy 0.22]
Transmitting and receiving energy Elec = ETX = ERX | 50 nJ
Aggregation energy S5nl

T initial 300 s

T period 60 s

In order to evaluate the performance of our model, we firstly begin with effectiveness
evaluation of the geographic location which is performed according to the number of
reference nodes present in each zone. To note, reference nodes are fixed, trusted and
with unlimited resources, they only contribute to the geographical calculation.

6.1 Location Detection Using the TDOA Geo-Location Algorithm

As we know, in order to be able to determinate the location with TDOA measurement,
it takes at least three reference nodes. In our test, we firstly evaluate location deter-
mination with four reference nodes present in each area (Fig. 1).

TDOA Hyperbolic Localization & True Position
100 +  Estimated Position
+ _Reference Node

90 - ® & o ® ¢ o ® ¢ ¢ ® o ¢ * & ¢
o+ + & o+ + @ o+ + & o+ + @ o+ + ©
80 ot ° * ' * * & * * 3
®+ + & *+ + o+ + ¢ e+ + & o+ + &
01 ¢ & ¢ * o © ® & o ® o ¢ e & o
R o o o ¢ ¢ o e o o o 0 & o o ¢
4 o+ + @ o+ + @ S+ + O e+ + @ e+ + o
2 sof * & L4 ¢ * ¢ * * * &
3 *+ + & ®+ + o e+ + & o+ + & *+ + €
g wp o o o o 0 o 0o o o o o e o &
30 ® ¢ ¢ o ¢ ® & o ® & ¢ ¢ & o
®+ + @ e+ + & ®+ + @ *+ + € e+ + €
201 * L 4 ® ¢ S S * ® & 1 4
o+ + ¢ e+ + ¢ e+ + ¢ o+ + & ®+ + €
0r- L A 4 ¢ o ¢ ¢ & o LR R 2 L 4
1 | 1 | 1 L 1 L | )
10 20 30 40 50 60 70 80 %0 100

X coordinate of target

Fig. 1. Location detection with four reference nodes for 181 sensors network.

From the simulation result shown, we can see cleraly the good rate of correct
estimation of true positions using four reference node in each zone. Nevertheless, the
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result found does not satisfy our need. For this, we have increased the number of
reference nodes to five. The simulation result are shown below (Fig. 2).
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Fig. 2. Location detection with five reference nodes for 181 sensors network.

Despite the good results obtained with four reference nodes, we opt to have better
results and better performance. To do this, we increased the number of reference nodes
to five nodes per zone. We have acquired a correct estimation rate equal to 100%.

From what precedes and based on various tests performed, in our work, we set the
number of reference nodes to five. We proceed now to evaluate the amount of energy

dissipated by our model.

6.2 Evaluation of Dissipated Energy

The curve below represents the energy dissipation rate by LEACH and trust-LEACH
protocols on network composed by 91 nodes (Fig. 3).

Energy dissipation rate
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3. Energy Dissipation for LEACH and Trust-LEACH.
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The curve above represents energy consumption rate of LEACH and trust-LEACH
protocols. We can clearly determinate the very reasonable overconsumption of energy
produced by the trust-LEACH protocol. This over consumption is due to the calcu-
lation of the thresholds during the initialization period, the periodic calculation of the
averages of different parameters at each T o4, as well as the periodic sending of the
evaluation reports made by the different cluster heads to the base station to maintain
network trust.

6.3 Detection Rate of Malicious Behavior

We move now to evaluate the performance of our proposel with existing one [13, 18-
20]. For that, a new test is provoded. This test involves exposing the network to 15
malicious nodes for different network sizes. Experimentation result are presented by the
curve below (Fig. 4).

—e— Our mode NeTMids

JN RATE
o W e

TECTIO

NUMBER OF NODE

Fig. 4. Comparative study of attacks detection rate for different detection models.

From the curve presented above, we clearly note that the best performances are
obtained by our model with constant average detection rate around 96% whatever is the
network size. If we compare our model with Muhamed Sayed and al. model named
NetMids [13], we notice that in this model the detection rate increases while increasing
the number of network nodes. It reaches 94% in the case of network consisting of 200
sensor nodes. For NBIDS model [18], the best detection rate obtained is 89% for
network composed by 200 sensor nodes. At this stage, the IAD model [19] has a
detection rate equivalent to 80%. In these different models, we notice that while we
increase the number nodes of network, the rate of attacks detection increases. In reality,
this is very significant since the attacks detection in these different models is based on
the observation of nodes behaviors by their direct neighboring nodes. Then, while we
increase the neighborhoods number, the rate of attacks detection increase. Such method
can cause false diagnosis, and very low detection rate in case of network with small
number of nodes. The resilience rate will be much affected because of neighborhood
nodes number that will minimize over time (energy exhaustion). In our model, this
problem does not exist since each node is evaluated by its successor basing on the
different proposed detection rules. Therefore, whatever the number of nodes, our
network keeps the same performance.
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7 Conclusion

In this work, we propose a model that presents some improvements by the early
detection of the abnormal behavior of a node within internet of things. Our model resist
against several attacks that threaten the reliability, safety and the good operational
mode of WSN. To detect intrusions, we developed a set of detection rules. The results
of simulations have shown the effectiveness of attacks detection comparing to the
existing models presented on literature. Thanks to our location model we can verify the
transmitter node localization basing on ‘TDOA’ technique, which make us able to
detect any sybil or identity thift attack.

In spite of the effectiveness of our model, in future works we seek to improve the
detection rules based on more criteria and take into account the imperfections of
networks to minimize the confusions that can take place on networks. Similarly, we
seek to improve the lifetime of the network by the integration of Cloud technology [17]
to retain energy consumed and to take into account more IoT components.
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Abstract. This paper concerns a problem of minimizing systemic risk
in a system composed of interconnected entities such as companies on
the market. Systemic risk arises, when, because of an initial failure of
a limited number of elements, a significant part of the system fails. The
system is modelled as a graph, with some nodes in the graph initially
failing. The spreading of failures can be stopped by protecting nodes in
the graph, which in case of companies can be achieved by setting aside
reserve funds. The goal of the optimization problem is to reduce the num-
ber of nodes that eventually fail due to connections in the system. This
paper studies the possibility of utilizing external knowledge for solution
construction in this problem. Rules representing reusable information are
extracted from solutions of problem instances and are used when solving
new instances.

Experiments presented in the paper show that using rule-based knowl-
edge representation for constructing initial population allows the evolu-
tionary algorithm to attain better results during the optimization run.

Keywords: Knowledge-based optimization
Rule-based knowledge representation - Graph problems + REDS graphs

1 Introduction

Many real-life phenomena such as bankruptcies, epidemics, viruses in computer
networks, failures in power grids and wildfires can be modelled in terms of failures
of interconnected nodes in a network. Once a node has failed (e.g. a person
fell ill or a company has gone bankrupt, etc.) it incurs an additional load on
surrounding nodes (e.g. exposing acquaintances to germs, delaying payments to
related companies, etc.). Because of that increased load, surrounding nodes may
also fail giving rise to a cascading failure which can be a catastrophic event
destroying the entire system.

The problem tackled in this paper is a problem of reduction of systemic risk
[1]. Systemic risk is often analyzed using network models [2,3]. As in other works
on spreading of threats in networks, in this paper the system is modelled as an
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undirected graph G = (V, E) with N, nodes. The nodes in the graph represent
the entities subject to failures and they can be in one of the states ‘F’ - failed,
‘P’ - protected, or ‘U’ - unprotected. In the initial state Sy some nodes from
a given non-empty set § # S C V are set to the state ‘F’ and the remaining
ones are set to the state ‘U’. In the problem studied here each node in the graph
can be protected or not, but the total resources that can be used for protecting
the graph are limited and we assume that at most N; nodes can be protected.
Therefore, a problem instance is an ordered triple (G, So, Ny), where N, is the
total number of nodes that can be protected in the graph. The search space
is {0, 1} with the constraint that the number of ones in any solution cannot
exceed N;. The value of the objective function for a solution z € {0,1}V is
calculated by simulating the spreading of failures in the graph. Initially, nodes
corresponding to the elements x[i] = 1 are protected by setting their state to ‘P’.
In each time step ¢ > 0 failures progress from nodes in the ‘F’ state to adjacent
nodes in the ‘U’ state. Nodes in the ‘P’ state are immune to failures, and this
protection lasts to the end of the simulation. When failures stop spreading, the
solution x is evaluated by calculating how many nodes in the graph survived
(i.e. are in the state ‘U’ or ‘P’).

In this paper an optimization algorithm finds solutions that are vectors,
which indicate which nodes in the graph to protect. The proposed approach
takes advantage of the fact that a solution for the entire graph can be decom-
posed to decisions for individual nodes (protect/do not protect). The presented
method improves solutions in an initial population of an evolutionary algorithm
by making decisions for individual nodes using a machine learning algorithm.
Initial populations constructed in this way lead to better optimization results
than randomly initialized populations.

2 Proposed Approach

The approach proposed in this paper is to use rules for building better ini-
tial solutions for an evolutionary optimizer. The rules used in this paper were
obtained from solutions of the studied problem found for instances with a low
number of nodes in the graph. The proposed approach is summarized below.

1. Run an optimization algorithm on a training set containing several (e.g.
Nyuns = 30) instances of the problem
2. Build a training data set in the following manner:

— For each node v € V calculate its attributes based on the structure of the
graph and on the initial state Sy. For the list of attributes used in this
paper see Table 1.

— From each of the 30 runs of the optimizer get the best solution found
and for each node create one object in the training data set with the
attributes of the node and a class indicating if the node is protected in
the analyzed solution. This analysis results in N, objects generated for
the training sample, where NV, is the number of nodes in the graph.
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— Agglomerate the objects generated in all N,.,,s runs of the test, resulting
in a training sample containing N,.,,s - N, objects partitioned into two
classes (protect and do not protect).

3. Optionally, perform a feature selection step. The goal of this step is twofold.
First, with a correctly selected set of attributes classification algorithms may
perform better than on the full attribute set. Second, feature selection meth-
ods attempt to assess the importance of the attributes and, in some cases,
provide a ranking of the attributes which can be used to tell which attributes
of the graph nodes are more and which less important.

4. Generate a set of rules using a chosen machine learning algorithm.

5. Use the obtained rules for generating initial solutions when solving other,
possibly larger, problem instances.

3 Experiments and Results

The experiments performed in this paper were conducted following the steps
presented in Sect. 2.

3.1 Test Instances

The graphs used in the experiments were REDS graphs [4] generated on
a [0,1] x [0,1] square. The REDS graphs combine spatial relationships with
social synergy effects. The edges consume “energy” of the nodes proportionally
to the edge length D;;, but the edge cost is discounted by the factor of ﬁ for
nodes v; and v; that have k;; neighbours in common. This method of generating
graphs results in a distribution of edges with denser cliques separated by rela-
tively sparse areas, which is a distribution that resembles that of a real-life social
network [4]. The first round of experiments was focused on generating decision
rules and in this round graphs with N, = 1000 were generated with the maxi-
mum distance between connected nodes R = 0.1, the social energy £ = 0.15 and
the synergy parameter S = 0.5. In the second round of experiments in which
the universality of the generated rules was tested, problem instances with N, =
1000, . .., 3000 generated with parameters presented in Table 4 were used. Note,
that all the parameters shown in Table4 are adjustable, except for the average
degree k which is calculated from the obtained graphs. The initial state Sy was
generated for each instance by setting N, = 50 randomly selected nodes to the
‘F’ state. The choice of the initially failed nodes was kept constant between dif-
ferent runs of the tested methods on the same graph in order to allow comparing
the results. The above-described settings were confirmed in preliminary experi-
ments to generate problem instances neither too easy (with failures immediately
contained) nor too difficult (with almost the entire graph failing).

3.2 The Optimization Algorithm

The solution space of the systemic risk minimization problem presented in this
paper is {0,1}"* with a constraint limiting the number of the elements equal
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to 1 to at most N; (representing the limitation of the available resources used
for protecting graph nodes). To solve this problem without additional repair
operators or constraint handling techniques an evolutionary algorithm was used
with the chromosomes being elements of [0, 1]V. In order to calculate the objec-
tive function value, each solution s € [0, 1]V> was decoded by selecting N; largest
elements and setting them to 1 and the remaining elements to 0, obtaining a vec-
tor s’ € {0,1}">. Subsequently, a simulation of the spreading of failures in the
graph was performed starting with the initial state Sy. Nodes corresponding to
positions equal to 1 in s’ were set to the ‘P’ state, excluding the nodes already
failed in the initial state Sy. This exclusion was imposed in order to prevent the
algorithm from finding an easy solution of protecting all the nodes set to ‘F’ in
Sy thereby preventing the failures from occurring at all.

The population size was set to Npo, = 1000 and the algorithm was allowed to
run for a maximum of N, = 1000 generations. In this paper multiple crossover
and mutation operators were used, because the effectiveness of different oper-
ators may vary during the optimization run [5]. Multi-operator evolutionary
algorithms have been found to work well for real-valued [6] and combinatorial
optimization problems [7]. This approach also worked well for the Firefighter
Problem (FFP) [8], which is a related optimization problem concerning the
spreading of a threat (“fire”) in a graph. Three classical crossover operators
working on the entire chromosomes were used: single point, two-point and uni-
form crossover. Also, the Simulated Binary Crossover (SBX) [9] was used with
the distribution index 7. = 20, working at each position of the chromosomes
separately. The probability of performing the crossover operation on a pair of
parent solutions was set to P...ss = 1.0. Five mutation operators working on the
entire chromosomes were used: displacement, insertion, inversion, scramble and
transpose with the probability of applying the mutation P,,,;,s = 0.05 per spec-
imen. Also, two mutation operators were used working at each position of the
chromosomes separately: polynomial mutation [10] with the distribution index
m = 20 and uniform mutation with the probability of applying the mutation
Prutyp = Niu per position in the chromosome. For deciding which operator to
select, an auto-adaptation mechanism was used, selecting the operators with
probabilities proportional to operator success rates (i.e. the number of improved
solutions generated by the operator, divided by the number of times the operator
was used) [8]. In order not to exclude any operator completely from the oper-
ator selection process the minimum probability of selecting an operator using
the auto-adaptation mechanism was set to P,,;;, = 0.05. Parent selection was
performed using a binary tournament.

3.3 Rule Extraction and New Solutions Construction

For generating rules a training data set has to be prepared, based on the best
solutions obtained in a number of runs of the optimization algorithm. In this
data set the nodes of the graph are described by attributes and for each node
a desired class is assigned (either protect or do not protect depending on whether
the node has actually been protected in a given solution). Using the training data
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set a machine learning algorithm builds rules which can subsequently be used
for deciding if a given node in the graph should be protected or not. In the
experiments the attributes presented in Table 1 were used.

Table 1. Attributes of a graph node v € V used in the experiments

Name Description

failed Indicates whether the node is set to the ‘F’ state at the beginning
of the simulation (failed = 1) or not (failed = 0)

deg Node degree. The number of edges that are adjacent to the node

clos_centr Closeness centrality. An inverse of the mean shortest path length
from v to every other node in the graph

betw_centr | Betweenness centrality. A measure based on the number of the
shortest paths between other nodes that go through v

fail_min_dist | The length of the shortest path between the given node and any
node that is initially in the state ‘F’

fail_avg_dist | The average length of the shortest paths between the given node
and all the nodes that are initially in the state ‘F’

Based on these attributes, rules were generated using the PART rule discov-
ery algorithm [11] implemented in Weka 3.8.1 [12] using the default parameter
settings. Rules discovered using all the attributes are presented in Fig. 1. Num-
bers in parentheses denote how many training examples matched the rule and
how many among those were misclassified. For classifying a node the rules are
checked from top to bottom and the first matching rule is invoked generating
a decision to either protect the node or do not protect. The last rule which does
not have any conditions before the = sign is the default classification rule
invoked when no other rules matched a given node.

The rules described above can be used to improve initial populations used by
a population-based optimizer containing solutions represented as [0, 1]V* vectors.
Each solution in the initial population is modified with a probability P,,q/s- If
a given solution is selected for modification, then each of the nodes in the solution
is modified with a probability P,,,q/,- A classification is performed using the
rules, and if the classification result is do not protect the corresponding element
in the solution is set to 0 and if the classification result is protect the element is
set to 1. Note, that solution vectors contain values in the [0, 1] range and they
are decoded to values from the set {0,1} as described in Sect. 3.2. Therefore,
even a node classified as protect by the classifier may not actually be protected
if the NV, limit is exceeded.

To verify if the discovered rules allow generating good solutions, the same
evolutionary algorithm was run again, but on a new set of 30 test instances gen-
erated separately from the training ones. In these test runs the algorithm started
with the same initial populations without modifications and with initial popu-
lations improved using the procedure described above with both the probability
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RO1: failed < 0 and fail_min_dist > 2 = do not protect (11686/833)
RO02: failed > 0 => do not protect (1500/0)

RO03: betw_centr < 0.005532 and clos_centr < 0.066908 and deg > 22

= do not protect (445/35)
RO04: fail_min_dist > 1 = do not protect (8185/1989)
RO5: deg > 18 = do not protect (3562/884)
RO06: betw_centr > 0.001892 and deg < 10 = protect (1603/628)
RO7: betw_centr < 0.00003 and deg > 6 = do not protect (90/9)

RO8: betw_centr < 0.003689 and deg > 6 and deg < 16

=> do not protect (109/17)
RO09: betw_centr > 0.004271 and deg > 14 = do not protect (1106/479)
R10: betw_centr > 0.004271 and deg > 12 = do not protect (598/291)
R11: betw_centr > 0.004087 and deg < 12 = protect (527/249)
R12: # the default rule = do not protect (589/210)

Fig. 1. Rules discovered using all the attributes.

Pr0d/s and the probability P4/, varied in the range {0.2,0.4,0.6,0.8}. From
each of the 30 runs the objective function value of the best solution found was
recorded. Table 2 presents medians from 30 runs obtained for each pair of values
of Podss and P04/, and obtained when no improvement of initial populations
was performed (denoted “None” in the table). In order to verify significance of
the results, statistical testing was performed using the Wilcoxon signed rank test
[13]. In cases when a low p-value was obtained it could be concluded that the
difference between median results produced by two compared methods was sig-
nificant. In Table 2 the results significantly better than those obtained without
rule-based improvement (at the significance level a = 0.05) are marked in bold.
Clearly, when high probabilities of modifying a solution P, .4/, and modifying
individual positions P4/, Were set, good initial populations were obtained. In
particular for P,,qs = 0.8 and P04/, = 0.8 the largest median objective
function value was obtained and the result was statistically significant.

3.4 Experiments with Feature Selection

A round of experiments described in this section was carried out using Weka
in order to verify if the results could be further improved by selecting a good
attribute set. Two methods of feature selection were tested. The first was to
follow the filter approach and rank the attributes with respect to the Information
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Table 2. Medians from 30 runs obtained for each pair of values of Pp,54/s and Proq/p-
The best parameter setting is Ppo4/s = 0.8 and P04/, = 0.8.

Modification = Median obj. p-value Modification = Median obj. p-value
probabilities func. value probabilities func. value

Pmod/s =0.2 Pmod/s = 0.6

Proda/p = 0.2 648.5  0.9836 Proda/p = 0.2 663.5  0.3440
Prioa/p = 0.4 653.0  0.7189 Prioda/p = 0.4 632.5  0.7971
Prod/p = 0.6 651.5  0.8797 Prod/p = 0.6 649.5  0.4555
Proda/p = 0.8 648.5  0.0587 Proda/p = 0.8 636.5  0.2755
Proass = 0.4 Prodass = 0.8

Proasp = 0.2 643.5  0.7132 Prrod/p = 0.2 655.5  0.5439
Proisp =0.4 651.5  0.5440 Prioasp = 0.4 655.0  0.0878
Proda/p = 0.6 637.0 0.5739 Ppoasp = 0.6 667.5 0.0042
Proap = 0.8 659.0 0.0359 Proap = 0.8 668.0 0.0015
None 647.5 -

Gain Ratio (IGR) measure [14]. Feature ranking obtained using this method
is presented in Table3. In order to select attributes one has to select those
that are located on the top of the ranking. Building of rules based on three or
fewer attributes from the ranking resulted in a rule set containing only one rule
unconditionally returning do not protect for all nodes and the entire data set has
six attributes. Therefore, two feature sets were considered: F'Syqnk,.a = { failed,
fail_min_dist, betw_centr, deg } and F'Syqnk,5 = FSrank,a U {clos_centr}.

Table 3. Ranking of features by the Information Gain Ratio (IGR) measure

Rank | Information | Feature name | Rank | Information | Feature name
Gain Ratio Gain Ratio
0.05784 failed 0.00913 deg
0.03992 fail_min_dist 0.00271 clos_centr
0.00927 betw_centr 0.00231 fail_avg_dist

Apart from the filter approach a wrapper feature selection was performed
which selected the features: F'Syrapper = { deg, betw_centr, fail_min_dist }.
Attribute sets selected by the algorithms seem in line with what is known about
the role of various node attributes in prevention of the spreading of threats. The
attributes deg and fail_min_dist are used, for example, in heuristics described in
the literature on the Firefighter Problem (FFP), which suggest defending nodes
with high degrees and located close to fire first [15]. The betw_centr attribute
value depends on how many shortest paths go through a node. Protecting nodes
with high betweenness centrality should help preventing failures from spread-
ing quickly by following short paths in the graph. The failed feature is also
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Fig. 2. Median best solutions obtained when initial population was improved using
rules built on a set of attributes reduced using feature selection methods.

important, because when failed = 1 the node is marked as failed in the initial
state Sp which makes it futile to try to protect that node.

Using the three feature sets F'Syrappers £ Srank,a and F'Srqnk, 5 rule sets were
built using the PART algorithm. These rule sets were used for improving ini-
tial populations with the modification probabilities set to the best found values
Prodass = 0.8 and P04/m = 0.8. In Fig. 2 the results obtained using feature
selection are presented.

Attribute selection improved the results, with smaller attribute sets perform-
ing better than larger ones. The wrapper feature selection produced the best
results, which is not very surprising, because wrappers tend to select attribute
sets better suited for a particular learning algorithm than filters. On the other
hand, wrappers usually require more computations, however, in presented exper-
iments the wrapper feature selection took no more than several seconds to com-
plete. Figure3 presents rules discovered using the attributes selected by the
wrapper feature selection method.

3.5 Testing the Universality of the Obtained Rules

Experiments presented in this section were aimed at testing the universality of
the rules discovered for N, = 1000, by using them to generate initial solutions
for instances with varying number of nodes. The tests were performed with
Priodass = 0.8 and P04/, = 0.8, because these values turned out to be the best
in the tests described in previous sections. Parameters of test instances used in
this round of experiments are shown in Table 4.

Results presented in Table5 are median values calculated over 30 runs on
test instances of a given size obtained without improving the initial population
(denoted “None” in the table) and obtained using rules presented in Figs.1
(denoted “All”) and 3 (denoted “Wrapper”). For each test the medians obtained
using rules are better than when the rules were not used. Results in the “All”
and “Wrapper” columns significantly better than those in the “None” column
(as verified using the Wilcoxon test at o« = 0.05) are marked in bold. Results
presented in Table5 show, that the rules generated for N, = 1000 constructed
improved solutions for graphs with the number of nodes N, € {1000, 3000}.
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RO1: fail_min_dist > 2 = do not protect (11686/833)

RO2: fail_min_dist > 0 and deg < 22 and fail_min_dist > 1
= do not protect (7191/1790)

RO03: fail_min_dist > 0 and deg > 18 = do not protect (5001/1118)
RO04: fail_min_dist > 0 and deg < 10 and betw_centr > 0.001634

= protect (1625/634)
RO5: fail_min_dist <0 = do not protect (1500/0)

RO06: betw_centr < 0.004271 and deg > 6 and betw_centr < 0.000121
= do not protect (159/25)

RO7: betw_centr < 0.004271 and deg > 6 and deg > 14 and
deg < 16 and betw_centr < 0.003689

= do not protect (101/16)
RO8: betw_centr > 0.004271 and deg > 14 = do not protect (1106/479)
RO09: betw_centr > 0.004271 and deg > 12 = do not protect  (598/291)
R10: deg > 12 and deg > 16 = do not protect (101/27)
R11: betw_centr > 0.003456 and deg < 12 = protect (536/255)
R12: deg > 6 and deg < 14 = do not protect (250/80)
R13: # the default rule = do not protect (146/69)

Fig. 3. Rules discovered using the attributes selected by the wrapper feature selection
method (F'Swrapper = { deg, betw_centr, fail_min_dist }).

3.6 Tests on Erd6és-Renyi Graphs

Another round of experiments was performed on graphs constructed according
to the ErdSs-Renyi model G(Ny, Peqge) introduced in [16]. The methodology
proposed in Sect.2 was followed, but the graphs used for training and testing
were not REDS, but E-R graphs with N,, = 1000 nodes and Peg44e = 3.0/N, =
0.003. The best performing algorithm in these experiments was the algorithm
using rule-based population initialization with attributes selected using F'Syqnk, 4
method and Py,44/s = 0.8 and P4/, = 0.6. The median number of saved nodes
from 30 runs was 343 for the rule-based population initialization and 334 when no
improvement of initial populations was performed. The difference between these
results was statistically significant, as verified using the Wilcoxon test (obtained
p-value: 0.0253).
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Table 4. Parameters of problem instances used in the experiments aimed at testing
the universality of the rules.

Test instance parameters

N, R E | S |k Ny | N
1000 | 0.100 | 0.15|0.500 | 7.35| 50 | 200
1250 1 0.089 | 0.15 | 0.447 | 7.97| 62 | 250
1500 | 0.082 1 0.15|0.408 | 8.11| 75 | 300
1750 1 0.076 | 0.15 | 0.378 | 8.57 | 88 | 350
2000 | 0.070 | 0.15/0.350 | 9.16 | 100 |400
2250 0.067 | 0.15/0.333 | 9.43 | 112 |450
2500 0.063 | 0.150.316 | 10.09 | 125 | 500
3000 | 0.060 | 0.15 | 0.290 | 10.06 | 150 | 600

Table 5. Results obtained in the experiments aimed at testing the universality of the
rules (median value of the best solution found, calculated from 30 runs).

N, |None | All Wrapper | N, |None | All Wrapper
1000 | 647.5 | 668.0 | 680.5 2000 | 623.0 | 641.0 | 651.0
1250 | 629.5 | 653.5 | 671.0 2250 | 656.0 | 665.0 | 664.5
1500 | 648.5 | 666.5 | 661.5 2500 | 658.0 | 670.0 | 666.0
1750 | 627.5 | 643.0 | 628.5 3000 | 761.5 | 764.0 | 765.0

4 Conclusions

In this paper a method was presented for discovering rules that allow deciding
if particular nodes in a graph should be protected in the systemic risk mini-
mization problem. The proposed method works by analyzing solutions of the
problem produced by an optimization algorithm, and builds a rule set using
a machine learning algorithm. In this paper the PART algorithm was used for
generating the rules, because in preliminary experiments it shown promising per-
formance. However, the proposed method is not limited to using PART, and it
could also use other classifiers. Presented results suggest that better final results
are obtained when the optimization algorithm starts from the initial population
improved using the rule-based classifier. Because the testing was performed on
a set of problem instances separate from those used for building the rules, it can
be stated that the obtained rule sets have the generalization property.
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Abstract. Constructing a handwritten character recognition model is
considered challenging partly due to the high variety of handwriting
styles and the limited amount of training data. In practice, only a handful
of labeled examples from limited number of writers are provided during
the training of the model. Still, a large collection of already available
unlabeled handwritten character data from several sources are often left
unused. To alleviate the problem of small training sample size, we propose
a graph-based active semi-supervised learning approach for handwrit-
ten character recognizer construction. The method iteratively builds a
neighborhood graph of all examples including the unlabeled ones, assigns
pseudo labels to the unlabeled data and retrains the model. Addition-
ally, the label of the least confident pseudo label according to a newly
proposed uncertainty measure is to be requested from the oracle. Exper-
iments on NIST handwritten digits dataset demonstrated that the pro-
posed learning method better utilizes the unlabeled data compared to
existing approaches as measured by recognition accuracy. In addition,
our active learning strategy is also more effective compared to baseline
strategies.

Keywords: Handwritten character recognition
Semi-supervised learning - Active learning

1 Introduction

Optical character recognition (OCR) is a well-known automatic method for
transforming digital images to machine encoded texts. Several OCR techniques
have been developed during the past decade. Recognition of handwritten charac-
ters is a challenging task of the OCR process partly due to the limited number of
labeled training data. In practice, characters sample used to train a recognition
model is usually obtained from a small subset of writers. The problem is more
pronounced in the case of ancient alphabet [1,6]. As such, we cannot expect
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the model to generalize well in real-world usage. Fortunately, we can still eas-
ily collect unlabeled sample from several sources such as digitized manuscripts,
and this motivates exploring the possibilities of utilizing the unlabeled data to
complement the model learning.

One way to tackle the problem is to adopt a semi-supervised learning (SSL)
approach. SSL is halfway between supervised and unsupervised learning. It con-
siders the situation that very few labeled examples are given while a large set of
unlabeled examples is available. Often, the labeled sample size is so small that
it cannot be used to construct a good classifier. SSL aims at extracting valu-
able information from the unlabel instances, e.g., the distribution of the data
[10] or relationships between labeled and unlabeled examples [3,15-17], which
can be used in conjunction with labeled data during training. Among several
SSL techniques that have been proposed to date (for a comprehensive survey of
SSL please refer to [4]), graph-based SSL is gaining more attention because of
their high classification performance on many application domains [11]. Various
graph-based SSL algorithms have been proposed in the literature such as label
propagation [16], Gaussian random fields and harmonic function [17], local and
global consistency [15], graph min-cut [3], and manifold regularization [2].

To improve label complexity even further, an Active Learning (AL) can also
be employed. Unlike passive learning machine, AL-based learner may ask for the
labels of some unlabeled examples from the oracle [8]. It has been shown that
an active learning machine achieves comparable or even better classification
accuracy with fewer training labels compared to a passive learner. Most of the
work on active learning differ on how unlabeled instances are chosen for labeling.
The criteria could be, for example, based on entropy, expected error reduction
or variance reduction [14].

Recently, a combination of AL and SSL was proposed by Zhu et al. [18].
They combined AL with graph-based SSL. The AL operates on top of the SSL
by greedily selecting queries from the unlabeled data to minimize the estimated
expected classification error. The downside of the approach is that calculat-
ing the expected classification error is rather computationally expensive as it
needs to consider all possible class assignments of the unlabeled examples. A
semi-supervised active learning that selects query points based on the predicted
class posterior probabilities was presented in [12]. The method tries to resolve
the label of unlabeled instance whose prediction is the least confident. Active
learning strategies based on entropy were also studied in [5,9] in the context
of natural language processing. A recent comparative study of different query
point selection strategies seem to suggest that entropy-based selection method
is among the top performers on average [14].

In this work, we propose a novel multi-class active semi-supervised learning
framework for handwritten character recognition. Our approach is an extension
of the graph-based SSL proposed by [17] to support multi-class classification. A
new uncertainty measure based on Shannon entropy is also proposed for query
point selection strategy of active learning. In summary, the key contributions of
this work are the following.
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— Proposal of a novel multi-class active semi-supervised learning framework for
handwritten character recognition.

— Proposal of a new uncertainty measure based on Shannon entropy for using
as the criterion of uncertainty sampling strategy of AL.

— Evaluation and analysis of the recognition performance of the proposed frame-
work on modified NIST handwritten digits dataset reflecting the situation
where labeled training data is scarce.

The rest of the paper is organized as follows. Section2 formally intro-
duces semi-supervised learning and graph-based semi-supervised learning for
binary classification. Section3 describes the proposed active semi-supervised
HCR framework for multi-class HCR problems. Section 4 presents the dataset
used in this study and provides the empirical results and discussion. Finally,
Sect. 5 concludes the study.

2 Background and Problem Setting

2.1 Semi-supervised Learning

Semi-supervised classifier learning concerns the task of inferring a real-valued
function f : X — Y using a set of labeled examples Dy, = {(x;,y;)%,} drawn
ii.d from some joint distribution P(X,Y’), and a set of unlabeled examples
Dy = {(z;)¥.; .} from the marginal distribution P(X) so that we can use the
classifier f to predict class label of an unseen example, z,, drawn from the same
data distribution with high accuracy. Here z; denotes a data instance and y; is
its label assignment. The value of y; is taken from a finite set C'. In practice, we
often find ourself in the situation that |Dy| > |Dg|. The main question is how
to effectively leverage useful information contained in Dy to help the learning
of f.

2.2 Graph-Based Semi-supervised Learning

One way to make use of unlabeled examples in classifier learning is through
the SSL scheme. Recent SSL methods focuses on graph-based approach due
to its superior empirical performance. The graph-based SSL expresses the
geometry of examples as a weighted graph G = (V,W) where the nodes
V = {z1,...,20, %041, ...,xn} are data points. The matrix W = [w;j]nxn Is
the weight matrix encoding similarities between the nodes. One example of the
widely used similarity measure is the Gaussian kernel with bandwidth o, where
we have, w;; = exp (—d(z;,z;)?/20?). The function d(z;, ;) measures the dis-
tance between x; and x;.

Graph-based SSL assumes that connected nodes with high similarity value
tend to have the same label. With this assumption, the labels of the unlabeled
data could be inferred. A notable graph-based SSL method is probably the one
proposed in [17] called GRF-SSL. Initially developed for binary classification
problem, GRF-SSL makes use of Gaussian random fields and harmonic function
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to infer the labels of the unlabeled nodes. Since our method is the extension of
GRF-SSL to multi-class problem, it is worth describing the working of GRF-SSL.

Consider a binary classification problem, GRF-SSL seeks for a labeling func-
tion f that minimizes a weighted classification loss known as the energy function.

B(f) = 5 Y wi (i) - Fa)? (1

For x; € Dy, the output of f(x;) is simply its label assignment, y;, and is fixed
throughout the learning. For z; € Dy, the output from f is a ‘soft’ label, i.e.,
y; € [0,1]. For clarity, f acting on unlabeled examples is named f,. In effect,
since labeling function for labeled examples does not change, the objective of
GRF-SSL is to find the optimal f,.

To do that, the Gaussian field pg(f) = exp(—B89L(f))/Zs is used to represent
the probability distribution on f. Here § is an inverse temperature parameter
and Zg is the partition function. It has been shown that f which minimizes @(f)
is harmonic; that is, its Laplacian is zero on unlabeled examples and is equal to
yi : 9 =1,..., L on labeled examples [17]. The Laplacian is defined as A = D—-W
where D is a diagonal matrix with d; = ) jwij and W is the weight matrix.
By partitioning the Laplacian matrix A into 4 blocks of labeled and unlabeled

examples,
Arr Ay
A= 2
[AUL AUU} ’ @)

fi

and letting f = [f

be found by

} , where f; is a vector of the given labels, the optimal f,, can
fu=—ApAvLfi. (3)

3 The Proposed Framework

We shall start with an overview of the working of our proposed method which
is shown in Fig.1. In the first step, the labeled and unlabeled examples are
feed into a graph-based SSL algorithm for constructing a recognition model.
The model will then output pseudo ‘soft’ labels for the unlabeled examples,
which essentially are their class posterior probabilities. The probabilities are
utilized by an AL method in the calculation of query point selection criteria.
The AL will then request a label of the query point from the oracle. The newly
obtained labeled example is again feedbacked to the SSL algorithm for updating
the recognition model. The aforementioned process is iteratively performed until
some predefined condition is met i.e., query budget ran out. Our recognition
model is an extension of the GRF-SSL [17] to multi-class problem, while our AL
method query selection strategy is based on Shanon entropy. We are now in a
position to present the details of the proposed method.
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Fig. 1. The overview of the working of the proposed active semi-supervised handwritten
character recognition model

3.1 Graph-Based Semi-supervised Learning for Multiclass Problem

In order to employ GRF-SSL in multi-class problem, we adopted the one-versus-
all strategy. For this purpose, we train |C| different labeling functions denoted
by fi(-), j =1,...,|C|. Each fi(-) is responsible for predicting if x; is from class
Jj. The label representation of examples in Dy, is redefined to be a 0-1 vector
of length |C|. It then follows that y/ = 1 (reads the j-the component of label
i) if x; is from class j and yf = 0 otherwise. The modification for unlabeled
examples is similar except that fJ outputs a ‘soft’ label. The value of f7(x;) can
be interpreted as a probability that a particle starting from node ¢ on the graph
G will reach a labeled node with label j. In other words, we can think of f7(x;)
as a posterior probability of class j, i.e., p(y; = j|z;)-

In our case, the character image will be represented by its Histogram of Ori-
ented Gradients (HOG), and the Chi-Square distance will be the distance metric
for comparing two histograms. We shall demonstrate in the experiment that the
Chi-Square distance measure is indeed more suitable for the task than the stan-
dard Euclidean distance normally used in graph-based SSL. The Chi-Square dis-
tance between histogram P and @) in K-dimension can be computed by:

K

1 (P, — Qg)?
5,; Pi+ Qi @

3.2 Active Learning with Entropy-Based Uncertainty Sampling

To perform AL on top of the GRF-SSL, we adopted the uncertainty sampling
strategy that directly utilizes the class posterior probability p(y|x) provided by
the recognition model. According to the meaning of the posterior probability, we
can say that the class label of x is ‘not’ j with probability 1 — p(y = j|z). Let g
be the predicted class label, and 1 —p(y = j|z) for all j € C'\ {§} the supporting
probabilities. For example, if C' = {1,2,3} and § = 1, we will have 1 —p(y = 2|z)
and 1 — p(y = 3|z) as the supporting probabilities. Accordingly, we defined an
uncertainty measure called Entropy-based Uncertainty (EU) for an input x as
follows:
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EU(z) = —(p(y =gla)logply =glz) + D> (1 —ply = jlz))log(l —ply = jlw))>7 (5)
JjeEC\{7}

The value of EU(x) is equal or greater than 0. It indicates the uncertainty of
predicting ¢ for . The AL we performed in this work is the interative process
of selecting the next query point z based on the EU:
= EU(x). 6

oy, = arg max BU(x) (6)
After x;, is assigned a label by the oracle and is added into the set of labeled
data points Dj, the harmonic function f, with z; removed from Dy must be
recomputed (using Eq. 3). Still, a recent technique for updating the harmonic

function f,, after adding (x4,y,) to Dy was proposed in [18] where f, can be
efficiently updated by

frew = fald 4 (g — f3M(k)) (7)

where Apf;(:, k) is the k-th column of the invert Laplacian on unlabeled data,
and Ag;(k, k) is the k-th diagonal element of the same matrix.

4 Experiment and Results

4.1 Dataset

In our experiments, we used a handwritten digits dataset to evaluate recognition
performance of the proposed framework. We randomly sampled digit characters
data from NIST Special Database 19 [7], which consists of 810,000 handwritten
digits from 3,600 writers. The resulting dataset contains 12,430 characters of
handwritten digits from 116 writers with 100 examples per writer. The charac-
ters are evenly distributed into 10 classes. The input characters were centered
in a 32 x 32 image by computing the center of mass. We represented each input
character by its HOG descriptor with 4 x 4 blocks and 8 bins of gradient orien-
tations for each block, the length of features vector is 128 (4 x 4 x 8).

4.2 Results and Discussion

We firstly evaluated the performance of GRF-SSL algorithm with two other
graph-based SSL methods namely local and global consistency (LGC) [15] and
greedy gradient Max-Cut (GGMC) [13]. For each of the graph-based SSL algo-
rithm we also compared two node distance measures namely the Fuclidean dis-
tance and the Chi-Square distance. To construct the graph used by all the graph-
based SSL methods, the bandwidth parameter o was empirically set to 1.25. The
labeled examples are taken from the set of s random writers with s varies in {1,
2,3, 4,6, 8,10, 12, 14, 16, 18}, while data from the remaining writers are used
as unlabeled set. We performed 20 trials for each experimental setup.
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Fig. 2. Comparison of recognition performances of various graph-based semi-supervised
learning methods employing the Euclidean distance and the Chi-Square distance as the
distance metric.

The average recognition accuracies of the 20 trials provided by the GRF-SSL
and comparing methods are shown in Fig. 2. As can be seen from the figure, the
recognition accuracies provided by GRF-SSL using the Chi-Square distance were
higher than that of GRF-SSL using the Euclidean distance. The effectiveness of
the Chi-Square distance was expected since our character image is represented by
HOG. This evidence indicates that the Chi-Square distance is more appropriate
for this type of data representation. Comparing the accuracies among various
graph-based SSL methods using the Chi-Square distance measure, we found
that LGC achieved the highest accuracy when the labeled sample is from one
writer, in which case the accuracy provided by the GRF-SSL is slightly lower.
The Wilcoxon signed rank test was performed to verify the significance of the
difference between accuracies provided by LGC and GRF-SSL. We found that
the difference was not significant with p-value of 0.0617 at 0.05 significance level.
By adding characters from more writers to the labeled set, all the recognition
accuracies provided by all comparing methods improved. The GRF-SSL achieved
the highest accuracy when it was trained using labeled sample from two and three
writers. It still provided higher accuracy than others methods as labeled sample
size increases. The above empirical results seem to suggest that the GRF-SSL
with Chi-Square distance measure is suitable for HCR when character image is
represented by HOG.

We continue to evaluate the combination of GRF-SSL using Chi-Square dis-
tance and AL using EU. Again we repeated the experiment for 20 trials. In each
trial, the GRF-SSL was initialized with labeled data from one writer, and 50
label queries were allowed. The average recognition accuracies in the dynamic of
number of label queries are shown in Fig. 3. Compared to entropy and random
selection strategies, we see that the performance of EU is higher than that of
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Fig. 3. Recognition performance of active learning using uncertainty sampling with
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semi-supervised learning using Gaussian random fields and harmonic function is used
as the recognition model.
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Fig. 4. Characteristics of Entropy-based Uncertainty (EU) and Shannon entropy mea-
sures under various class posterior probabilities settings.

random selection. Interestingly, the recognition accuracy provided by the EU is
totally higher than that provided by entropy query method that directly calcu-
lating Shannon entropy from the posterior probabilities. To understand why EU
works better than Shannon entropy, Fig. 4 illustrates the characteristics of the
two uncertainty measures in various situations. We see that EU and Shannon
entropy have the same trend when the posterior probability of first most prob-
able class is larger than those of the remaining classes by a large margin (top
row).
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However, their trends are disagreeing when the posterior probabilities of all
classes are too similar (bottom row). It seems that the EU measure we proposed
well describes the uncertainty of prediction, compared to the Shannon entropy
directly calculated from the posterior probabilities. The empirical results show
that combining GRF-SSL and AL using EU as query point selection criteria
performs well on HCR task.

5 Conclusion

We have proposed a recognition framework of handwritten character by com-
bining SSL and AL. To address the limitation of labeled training examples, we
applied a GRF-SSL as the recognition model. An AL using EU query point selec-
tion strategy was utilized to increase the number of labeled data points. In the
experiment, a dataset of handwritten digits was used to evaluate the proposed
framework. The experimental results showed that GRF-SSL using Chi-Square
distance outperforms other methods for recognition of handwritten characters
when the training data is limited. In additional, the combination of GRF-SSL
and AL further improves label complexity. We believe that extending the app-
roach to support rare ancient character recognition task is an interesting avenue
for future study.
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Abstract. Association rule mining is a method for identification of
dependence rules between features in a transaction database. In the past
years, researchers applied the method using features consisting of cate-
gorical attributes. Rarely, numerical attributes were used in these studies.
In this paper, we present a novel approach for mining association based
on differential evolution, where features consist of numerical as well as
categorical attributes. Thus, the problem is presented as a single objec-
tive optimization problem, where support and confidence of association
rules are combined into a fitness function in order to determine the qual-
ity of the mined association rules. Initial experiments on sport data show
that the proposed solution is promising for future development. Further
challenges and problems are also exposed in this paper.

Keywords: Association rule mining - Classification
Differential evolution - Evolutionary computation

1 Introduction

Data mining methods are intended to infer new insights (knowledge) from a
bunch of structured or unstructured data. With the rise of big data on almost
all areas of human endeavor, data mining methods have received a high priority
within business and industry. In the past, many methods for various data mining
tasks were developed, which are primarily devoted for the classification, cluster-
ing, regression as well as association rule mining (ARM). ARM is basically the
process of identifying the dependence rules between features inside transaction
databases. Therefore, ARM is appropriate for market basket analysis, analysis
of human habits, driver strategies and so on.

© Springer Nature Switzerland AG 2018
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Researchers introduced association rule mining in the 90s with seminal work
of Agrawal [3]. From that time, ARM was deeply studied in theory and practice.
After more than 20 years of research, these methods have became matured.
On the other hand, rising of the big data has demanded development of the
new scalable methods that can easily be parallelized. There exist many ARM
algorithms, as for example Apriori [3], Eclat [19], FP-growth [12].

Interestingly, researchers also developed some ARM methods that are based
on stochastic population-based nature-inspired algorithms [4,6,7,16], such as
Particle Swarm Optimization (PSO) [14], Ant Colony Optimization (ACO) [8],
Differential Evolution (DE) [17]. Main features of these algorithms is that they
can easily be parallelized, while they basically also ensure scalability.

However, ARM was initially applied for mining categorical (i.e., non-
numerical) features, where all features must be discretized before usage. Nor-
mally, this task is trivial due to a simple mapping of the attribute to intervals of
real values representing the corresponding attributes. However, similar methods
that are able to handle also numeric attributes were proposed in [2,5,11,15].
Introducing the numerical attributes demands dealing with explicit intervals of
real values for each numerical attribute of the feature.

Therefore, the purpose of the paper is to extend our previous work on ARM
for mining categorical features based on bat algorithm, i.e. BatMiner [10] with
new feature that allows mining combination of numerical data as well as cate-
gorical data. Additionally, the bat algorithm [18] is here replaced by differential
evolution. There are two issues for this decision as follows: (1) To show how
the evolutionary algorithms behaves by solving this problem, and (2) To find
out how the operator of crossover affects the results of the mining. As already
known, the bat algorithm works only using the mutation operator [9]. Algorithm
is evaluated on sport data that consists of 14 features, where attributes of three
features are numerical, while the attributes of the 11 other features represent
categorical values.

In a nutshell, main contributions of this paper are as follows:

— A new differential evolution algorithm for mining association rules is
proposed.

— The algorithm is capable of dealing with numerical and categorical features.

— The algorithm is tested on dataset that encompass habits of athlete in
training.

The structure of this paper is as follows: In Sect. 2, the background informa-
tion is discussed that is necessary for understanding the subjects in the remainder
of the paper. Section 3 describes the proposed algorithm for ARM using mixed
numerical and categorical feature attributes. In Sect. 4, experiments and results
are illustrated, while the paper is concluded with summarizing the performed
work and outlining the possible directions for the future.
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2 Background Information

2.1 Association Rule Mining

This section briefly presents formal definition of ARM. Let us suppose, a set of
objects O = {o1,...,0,} and transaction set D are given, where each transaction
T is a subset of objects, in other words T' C O. Then, an association rule can be
defined as implication:

X =Y, (1)

where X C O,Y C O, in X NY = (). The following two measures are defined
for evaluating the quality of association rule [3]:

conf( X =Y) = W, (2)
supp(X =Y) = W, (3)

where conf(X = Y) > C,in denotes confidence and supp(X = Y) > Spn
support of association rule X = Y. Thus, N in Eq.(3) represent number of
transactions in transaction database D and m is number of repetitions of par-
ticular rule X = Y within D. Here, C,,;, denotes minimum confidence and
Smin minimum support. This means that only those association rules with con-
fidence and support higher than C,,;, and S,,;, are taken into consideration,
respectively.

2.2 Differential Evolution Basics

Differential Evolution is an Evolutionary Algorithm appropriate for continuous
as well as combinatorial optimization. This algorithm was introduced by Storn
and Price in 1995 [17]. It is a population-based and consists of Np real-coded
vectors representing the candidate solutions, as follows:

xgt) :(xgt%,,xftgl), fori=1,..., Np, (4)
(2)
i1 €
and xEU) denotes the lower and upper bounds of the i-th variable, respectively.

The variation operator in DE supports a differential mutation and a dif-
ferential crossover. In particular, the differential mutation selects two solutions

randomly and adds a scaled difference between these to the third solution. This
mutation is expressed as follows:

L)

where each element of the solution is in the interval z [xEL) (

,in)], and a:E

ugt) = xffl) + F- (xg) - xi?), fori=1,..., Np, (5)

where F' denotes the scaling factor as a positive real number that scales the
rate of modification while r1, r2, r3 are randomly selected values in the inter-
val 1... Np. Note that, typically, the interval F € [0.1,1.0] is used in the DE
community.
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As a differential crossover, uniform crossover is employed by the DE, where
the trial vector is built from parameter values copied from two different solutions.
Mathematically, this crossover is expressed as follows:

\ 6
- wgtj) otherwise, ©)

(t+1) _ {ug,t]) randj(o’ 1) < CR V' J = Jrand,

where CR € [0.0,1.0] controls the fraction of parameters that are copied to the
trial solution. Note, the relation j = j,qnq ensures that the trial vector is different
from the original solution xl(-t).

A differential selection is, in fact, a generalized one-to-one selection that is

expressed mathematically as follows:

i _ Jwi? it fw) < f(x),
X = (t) . (7)
X, otherwise .
In a technical sense, crossover and mutation can be performed in several ways in
Differential Evolution. Therefore, a specific notation is used to describe the vari-
eties of these methods (also strategies) generally. For example, ‘DE/rand/1/bin’
denotes that the base vector is selected randomly, 1 vector difference is added to
it, and the number of modified parameters in the mutant vector follows binomial
distribution.

3 DE for ARM Using Numerical and Categorical
Attributes

In this section, a new DE for ARM using mixed (i.e., numerical and categori-
cal) attributes (ARM-DE) is proposed. Basically, development of this algorithm
consists of the following stages:

— domain analysis,
— representation of solution,
— definition of a fitness function.

The aim of the first stage is the identification of features. In the second stage,
the representation of solution is discussed, while a definition of the fitness func-
tion is illustrated in the last stage. In the remainder of the paper, the mentioned
stages are presented in detail.

3.1 Domain Analysis

In this stage, we identify the features along with their attributes and corre-
sponding domain values. Actually, there can be numerical as well as categorical
attributes. If attributes are numerical values, minimum lower and maximum
upper bounds are prescribed determining intervals of domain values, from which
the minimum and maximum values for each particular numerical attribute can
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be drawn. For categorical attributes, a set of feasible attributes needs to be
enumerated, because of their discrete nature.

The minimum lower and maximum upper bounds, from which the numerical
attributes can be drawn, are presented in Table 1. There are also eleven features
with categorical attributes as illustrated in Table2. The numerical attributes
are presented in the tables as a particular feature with corresponding interval
of domain values (i.e., DISTANCE € [50,100]), while the categorical attributes
as the feature followed by an attribute preceded by point sign ‘.’ (i.e., CALO-
RIES.SMALL).

Table 1. Numerical attributes and their domain values.

Feature Attribute domain
Minimum lower bound | Maximum upper bound
DISTANCE 20 200
DURATION 20 330
HEART_RATE | 80 185

Table 2. Categorical attributes and their domain values.

Feature Attribute domain

CALORIES {NULL, SMALL, MEDIUM, HIGH}

WEATHER {NULL, SUNNY, CLOUDY, RAINY, SNOWY}

TYPE {NULL, EASY, INTERVALS, POWER, ENDURANCE}
NUTRITION {NULL, POOR, MODERATE, GOOD}

FOOD {NULL, PROTEINS, CARBOHYDRATES, FAT, FRUITS}
BEVERAGES {NULL, WATER, JUICE, ISO, COKE}

REST {NULL, AFTER_TRAINING, NO}

NIGHT_REST {NULL, BAD, MEDIUM, GOOD}

INJURIES {NULL, NO, LOW, MEDIUM, HIGH}

CRAMPS {NULL, NO, LOW, HIGH}

HEALTH_PROBLEMS | {NULL, NO, LITTLE, YES}

3.2 Representation of Solutions

Each individual is represented as a real-valued vector, where every numerical
attribute is represented by a corresponding minimum and maximum boundaries
determining domain values, from which the attribute can be drawn. In contrary,
every categorical attribute is represented by the real-value drawn from interval
[0,1]. Additionally, the last element in the vector denotes the cut point. It means
that this number says, which part of the vector belong to the antecedent and
which to the consequence of the mined association rule.
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In a nutshell, each solution is mathematically represented as the real-valued
vector:

® _ ) .(t) (t) (®) (®) MORNIMO)
X, = {(xi,l"ri,Q)""7(xi,2n717xi,2n)’xi,2n+17"" Lida » Tidr1 s (8)
——— —_——— —— ~— ~——
Aty Aty Attr () Attreet) Cut point
where :c i ) for i = 1,...,d codes attributes of features in association rule, xi C)l +1
denotes cut point and t is counter of iterations. Thus, each numerical attribute is
represented as apalr Attrjmm) = (z Et%j 1 Et%]) forj=1,...,n, where a:z( %J 1 €

[LbQJ 1] and l’l 2]
following equation:

€ [Lby;], and the attribute is calculated according to the

Ubsj_1— Lbaj
vy | (VUL NULL). it 2,1 — (Et);J|< e
Attr; =3 (@3 251,%; ;) i 2051 > % 55 (9)
(zggw Iz('gj—l)7 otherwise.

In Eq.9, the Lbs;_1 and Uby;_1 denote the lower and upper bound of the specific
attribute value, respectively. On the other hand, the range of feasible values for
categorical attributes in interval :z:( ]) € [0,1] is divided into m; + 1 equidistant
intervals, where each interval [k, k +1) for £k = 0,...,m; corresponds to one
of the potential attributes Attrg-cat e {Attro,..., Attrmj}, and parameter m;
denotes the number of attributes belonging to the j-th feature. Actually, the
categorical attribute is calculated according to the following equation:

(t)
Attrleat) = for j = ,d—n. 10
T \_m] J or j =mn, n (10)

Attribute Attr(cat) NULL has a special meaning, because it determines that
the correspondlng feature is not presented in the association rule.

Finally, the cut point is calculated according to the following equation:

ep” = [z, - (d—n—2)]+1,fori=0,..., Np, (11)

3.3 Definition of the Fitness Function

Fitness function is defined as follows [10,13]:

)y _ Jax conf(x(-t)) + v * supp(x; t) )/ + 7, if feasible(x; (t )) = true,
fx;7) = ! (12)
-1, othervvlbe,
where conf() is confidence, supp() support, a and ~ are weights, function
feasible(x;), denotes if solution is feasible. The task of optimization is to find
maximum value of fitness function.
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4 Experiments and Results

The aim of experimental work was to test the performance of proposed ARM-DE
in practice. In line with this, it is expected that the results of this algorithm make
sense from the real sports trainer point of view. As mentioned before, ARM-
DE is able to handle both categorical and numerical data stored in transaction
database consisting of 14 features, where the first three features have numerical
attributes (i.e., distance, duration and average heart rate), while the other eleven
feature’s attributes are represented by categorical data.

Let us mention that we taken the full set of attributes that can be obtained
from the sport activity datasets. Obviously, each sport activity presents one
transaction in transaction database. Unfortunately, the real data is hard to
obtain. In the case, when the real activities can be gained from the athlete,
the number of these activities is limited due to physical limitation of an athlete.
The professional cyclist, for example, finishes typically one sports training per
day. When we assume that one day is reserved for resting, this athlete can per-
form at most 300 sports activities per year. This number is rapidly decreased,
if the amateur cyclist is taken into consideration that cannot be affordable to
train each day. Therefore, the generator of sports training activities has been
proposed by Fister et al. [1], with which these limitations can be circumvent.
The generated sports activities were used also in our study.

Because of lack of real data, the transaction database consisting of 500 trans-
actions were generated randomly, in this study. The following parameters were
used in DE algorithm: D = 19, NP = 100, FES = 70,000, F = 0.5, CR = 0.9,
where FES represents the number of fitness function evaluations. Thus, all fea-
sible solutions obtained after 10 independent runs of the ARM-DE algorithm
were accumulated, while the best results are presented in Table3, and their
corresponding quality measures in Table4. Let us mention, that all numerical
attributes in our experiments must be present in each association rule, otherwise
this is considered as infeasible. Illustrated association rules referring to athlete’s
health condition are very similar between each other and say that cyclist over-
coming moderate-distance courses in ultra-long duration and moderate intensity,
in either endurance or interval type of training session, or drinking juice during

Table 3. Examples of the best solutions found by the ARM-DE algorithm.

Rule | Antecedent Consequent

1 DISTANCE € [25.80,111.96] A DURATION € [31.08,172.86] A REST.NO
HEART_RATE € [136.68, 180.52) A WEATHER.SNOWY

2 DISTANCE € [133.32,220] A DURATION € [281.10, 315.19] HEALTH_PROBLEMS.NO
HEART_RATE € [104.62,149.49) A TYPE.ENDURANCE

3 DISTANCE € [160.14, 220] A DURATION € [181.22, 330.0] HEALTH_PROBLEMS.NO
HEART_RATE € [111.47,139.56) A TYPE.INTERVALS

4 DISTANCE € [121.37,199.40] A DURATION € [187.66, 330] HEALTH_PROBLEMS.NO
HEART_RATE € [133.02, 168.80) A BEVERAGES.JUICE A
REST.AFTER_-TRAINING
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Table 4. Quality measures obtained by the best solutions found.

Rule | Fitness | Support | Confidence
1 0.519 ]0.038 1.0

2 0.516 |0.032 1.0
3 0.512 |0.024 1.0
4 0.511 ]0.022 1.0

and resting after the training probably should not have any health problems.
Obviously, the rule is valid in real-world.

Similar as observed in our previous work [10], the best solutions usually have
only one consequence. However, there are also more complex association rules
in Tableb with their corresponding quality measures in Table6, where more
attributes can be observed in association rules. The last association rule in the
table is the most interesting and asserts that cyclist overcoming the medium-
distance course in ultra-long duration with moderate intensity and high calo-
rie consumption by performing the power training session should not have the
injuries as well as cramps. This rule also hold in practice.

Table 5. Examples of more complex solutions that were found by ARM-DE algorithm.

Rule | Antecedent Consequent

1 DISTANCE € [20.0,71.39] A DURATION € [178.55,139.89] A CRAMPS.NO A
HEART_RATE € [139.89,180.18) A CALORIES.HIGH A HEALTH_PROBLEMS.NO
TYPE.ENDURANCE

2 DISTANCE € [85.03,134.63] A DURATION € [81.81,228.50] A | CRAMPS.NO A
HEART_RATE € [93.96, 146.05) A NUTRITION.GOOD A HEALTH_PROBLEMS.NO

FOOD.PROTEINS A BEVERAGES.JUICE A
REST.AFTER.TRAINING

3 DISTANCE € [20.00, 86.60] A DURATION € [155.31,161.87] A | INJURIES.NO A
HEART_RATE € [161.87,183.43) A CALORIES.HIGH A CRAMPS.NO
TYPE.POWER

Table 6. Quality measures obtained by the more complex solutions found.

Rule | Fitness | Support | Confidence
1 0.505 1 0.010 1.0
2 0.503 | 0.006 1.0
3 0.502 | 0.004 1.0
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5 Conclusion and Future Challenges

Association rule mining with numerical attributes is a very challenging problem.
In this paper, we try to solve the problem using differential evolution. Our pro-
posed solution is capable to mine association rule, where features can consist of
either numeric or categorical attributes. This assertion is evident by obtaining
the highest confidence values of mined rules. Practical experiments on syntheti-
cally generated data showed that this approach is interesting, but there are still
many problems that should be elaborated in future, i.e. how to shrink lower and
upper borders on numerical attributes, how to better evaluate these borders,
testing the algorithm on bigger transaction databases with more features as well
as applying this approach to other population-based nature-inspired algorithms.
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Abstract. Decarbonizing the energy supply requires extensive use of
renewable generation. Their intermittent nature requires to obtain accu-
rate forecasts of future generation, at short, mid and long term. Wind
Energy generation prediction is based on the ability to forecast wind
intensity. This problem has been approached using two families of meth-
ods one based on weather forecasting input (Numerical Weather Model
Prediction) and the other based on past observations (time series fore-
casting). This work deals with the application of Deep Learning to wind
time series. Wind Time series are non-linear and non-stationary, making
their forecasting very challenging. Deep neural networks have shown their
success recently for problems involving sequences with non-linear behav-
ior. In this work, we perform experiments comparing the capability of
different neural network architectures for multi-step forecasting in a 12h
ahead prediction. For the Time Series input we used the US National
Renewable Energy Laboratory’s WIND Dataset [3], (the largest avail-
able wind and energy dataset with over 120,000 physical wind sites),
this dataset is evenly spread across all the North America geography
which has allowed us to obtain conclusions on the relationship between
physical site complexity and forecast accuracy. In the preliminary results
of this work it can be seen a relationship between the error (measured
as R?) and the complexity of the terrain, and a better accuracy score by
some Recurrent Neural Network Architectures.
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1 Introduction

Wind power generation is already a critical contributor to the electrical supply
systems in many countries around the world. We can cite some nations with high
wind penetration in their electricity generation mix (as a percentage of total
production in 2016) like Denmark (36,8%), Ireland (27%), Portugal (24,7%),
Spain (19%) or Germany (16%) [13]. This penetration, already relevant, will see
a steep increase in the next few years due to the increased efforts being performed
by most countries in order to accelerate the transition to a COs free energy model
[12] trying to reduce and stop the negative impact of the greenhouse gases in
our atmosphere.

The integration of renewable energy into the grid is complex due to their
inherent intermittent nature. The electricity grid has to assure continuous sup-
ply using all the different generation technologies available, and for this reason
developing forecasting techniques (at demand and production sides of the sys-
tem) is critical for its stability. Forecasting the energy generation output for the
renewable generation assets becomes a core task in the energy management.

Wind energy forecasting has not only value for its contribution to the sys-
tem stability but also has additional potential for savings in the overall wind-
production life-cycle. In this direction, it has been established that a small
increase of 10% in the quality of prediction would be able to generate savings of
140 million US$ in the United States overall system [7].

Many methods have been designed for wind prediction, in two major families:
methods based in meteorology input (NWP) and Time Series methods that use
only the information from observations in the turbine sensors. This work deals
with the second category, the wind time series data. Commercial systems use
combinations of both families of methods, but this work will focus only in the
learning that can be obtained from Wind Time series past observations. This
work deals with the application of Recurrent Neural Networks to the wind time
series.

In order to explore these series, large datasets are required. In this work
the Wind dataset from the U.S. National Renewable Laboratory (NREL) has
been used, A dataset with 120,000 wind points that is the largest available wind
dataset in the world.

2 The Nature of Wind Time Series

Wind turbines are provided with hundreds of sensors that generate information
in real time, creating a stream of data that is stored and analyzed. This infor-
mation has many dimensions like energy generated, performance of the internal
engines or meteorological data about the environment (wind speed, temperature,
pressure, etc.). These data are used to monitor the functioning of the turbine
and are a valuable input for prediction. For mid-term prediction the information
of the sensors is converted into time series with readings every 5 to 10 min.
Typically, a wind time series will be a time-stamped sequence of several
measures that can be related to wind. The dimensions are usually; wind power
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(MW), wind direction (degrees), air pressure (Pa), wind speed (m/s), tempera-
ture (C or K), air density (kg/m?), relative humidity (%). All these observations
can be generated at different heights (floor, hub height, half height). As the wind
at 100 m high (hub turbine height) is the one that moves the blades, it is proba-
bly the measure with the highest relevance, while wind direction is important to
understand how the dominant winds might impact wind patterns and intensity.
In Fig. 1 a summary of one-year data from the Sotavento wind park is shown in
the wind rose, the dominance of E/NE and W/SW winds is clear on this site.
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Fig. 1. Wind speed time series in site located in Techado New Mexico USA; vertical
axis wind speed in m/s, horizontal axis time. Data from NREL Dataset [3]

Wind is a natural phenomenon that is created by various forces applied to the
atmosphere at the same time, namely: the pressure gradient force, the frictional
force, the Coriolis force and the gravitational force. For the energy forecast task
in wind turbines, only winds close to the surface are studied, and those are
impacted by the frictional force, which will depend on the specific orography
of the site [6]. It is well-known that wind may vary in two locations not far
away. It can be seen in a wind park the different speed of the blades in similar
turbines or some turbines idle (no wind) while some others are turning, this
shows empirically the wind variation in very closed locations.

But not only orography is relevant for the wind formation. The earth science
has already stated that wind is the combination of periodical phenomena like
day/night or summer/winter, a result of low/high-pressure variations and all of
them combined with temperature, air density and pressure. The combination
of all these factors is of high complexity and the result, over time, is the wind
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as we know it. For this reason, it is quite usual that in a wind time series all
these factors are overlapped (a storm in summer at night from the north), and
extracting each factor is of high complexity (if possible at all) (Fig. 2).

Sotavento WH\dRose 2016
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Fig.2. Wind direction dimension in one year of time series measurements in the
Sotavento Park located in Galicia, Spain 2016 [2]

2.1 Some Statistical Properties of the Wind Time Series

Stationarity in a time series is understood as the property where the statistical
characteristics such as mean, variance, autocorrelation, etc. are all constant over
time, or repeat over time in some sequences (seasonal, day/night,...).

There are several tests widely used to analyze the stationarity of a time
series. The Dick-Fiiller (ADF) test (and its evolution the augmented ADF) are
the most common. The ADF looks for a unit root in a time series sample. A unit
root is a statistical feature that determines randomness in the series. Applying
these tests to the dataset we obtain non-stationarity results.

Linearity is another relevant property to be found in the wind time series.
Linearity will allow the use of linear forecasting methods and non-linearity needs
of more complex methods (non-linear) have to be used to obtain accurate predic-
tions. The validation of linearity in a time series is not an easy and straightfor-
ward task. The surrogate data method, described by Theiler in [11] is a powerful
tool to validate linearity. This test applied to wind time series shows that lin-
earity can be found in some wind datasets but not in all of them [4].
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If the wind is nonlinear, how can linear models be used for forecasting? The
answer lies in the fact that the wind series contains inner structures that might
be linear. The best forecasting methods will extract this information (learn) the
shape of these internal structures to produce more accurate results.

3 The Wind Energy Generation Forecasting Task

Energy in the turbines is generated from the kinetic energy of wind. The action
of wind moves the blades and generates a rotational effect which produces elec-
tricity (by the Faraday law). In the field, wind turbines are usually grouped in
wind parks that can range from a few turbines up to hundreds of them to lever-
age areas where the wind is steady and strong over the whole year. The power
generated by a wind turbine (see Eq. 1) is directly dependent on the swept area
of the Blade (A), or and in the Air density (p), but mainly on the airspeed (v3).

1 E
Energy = ipAtvg’; (Power = ?) (1)

Sotavento Wind Park (Wind Speed / Power conversion- 2016)
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Fig. 3. Energy Generated in the Sotavento wind park (from observation data) [8] (Color
figure online)

In Fig. 3 a graphical representation of the transformation of wind speed into
power can be observed. The red-colored points are tuples of energy generated
with wind speed (in 10 min periods). In this graph, the points concentrated along
the original theoretical power curve (each turbine has its own). Additionally, it
can be seen the existence of two relevant points: (a) the cut-in which defines the
speed at which the turbine starts generating energy and, (b) the cut-off which
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is the threshold where there is no additional power generated (it is quite usual
that this point triggers safety mechanisms to avoid the blades to be damaged by
strong winds). From all this points, it can be deducted that in order to forecast
energy, it is mandatory to predict wind intensity, as it is the critical feature to
convert wind to energy.

For the experiments the National Renewable Energy Laboratory (NREL) is
used, which is the largest available dataset of wind points [3]. This large dataset
offers production and meteorological data (wind speed, wind direction, temper-
ature, humidity and energy) synthesized from Meteorological global models for
over 120,000 sites evenly found in the US geography.

4 Methodology and Experiments

Two problems have been addressed in the experiments. First the multi-step
prediction, and second the methodology to compute the prediction which can be
defined as a regression problem.

According to the literature there are several approaches for a multi-step fore-
cast, based on how the future time steps are obtained [10]. The first, and simplest,
is the recursive approach, where a data window [t;_g, t;—1] and prediction for
time ¢; are used for predicting ¢4 iteratively. This method is not very good for
mid/long term prediction as there is a compounding error effect as the predicted
data is reused. Another issue is the lack of the possibility to add exogenous
variables in the prediction, which is a handicap for our approach.

The direct approach obtains predictions by computing a regression for each
of the time points on the future horizon. This has the advantage of not reusing
predicted data but is more computationally expensive given that multiple models
have to be obtained. Another approach is to use multiple regression or sequence
to sequence prediction methods [9]. This means that all the future time steps
are obtained at the same time without reusing predictions and with a unique
model. Both techniques are used in our experiments.

For solving the regression problem, we have chosen regression support vector
machines (SVR) [1] and two neural network methods, multi-layer perceptron
(MLP) and recurrent networks (RNN) [5]. The SVR will be used as a baseline
and only for direct prediction. MLP and RNN will be used for direct prediction
and multiple regression.

A systematic exploration of the parameters for all methods was performed.
For SVR, different kernels will be used, namely Radial Basis Function (RBF),
linear, quadratic and cubic polynomial with a wide range of values for the C
parameter and the bandwidth for the RBF kernel.

For the MLP experiments, architectures from one to three layers of different
sizes with a linear output were tried, with different activation functions (sigmoid
and ReLU) and different values of dropout on each layer. The direct approach
had one output neuron and the multiple regression as many outputs as the
prediction horizon.

For the RNN architecture a structure from one to three layers of Long Short
Term Memory units (LSTM) or Gated Recurrent (GRU) units with different
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Fig. 4. Mean of R? for the 20 best experiments for each architecture, 12h horizon.

sizes were used, with tanh, sigmoid and ReLU activation functions for the output
of the recurrent units and different levels of recurrent dropout. For the direct
approach, a MLP with linear output was used.

For the multiple regression, an encoder-decoder architecture was used [9],
where the recurrent layers were used as a first stage, performing the encoder
task. The state obtained from the encoder was used as input for another recurrent
network, acting as a decoder, which generates a sequence with the length of the
prediction horizon. Each time step of the decoder had direct access to the state
from the encoder additionally to the state from the previous step.

5 Results

5.1 Main Results from Preliminary Experiments

The raw data in the dataset is characterized with five minutes sampling but in
order to reduce computational cost and assuming a realistic forecasting scenario
of hourly predictions, the data was reduced to hourly sampling by averaging the
measures every hour. The data used for the prediction included the wind speed
and direction at 100 m height plus barometric pressure and air density. The hour
and month of the data were added as complementary variables in the time series.

The first four years of the time series was used for training, the fifth year
was used as a test set for tunning the model parameters and the sixth year was
used as the validation set. The training dataset has a size of 40912 values and
the test and validation a size of 10228 values.

In order to analyze the algorithms behavior with different parameters and
combinations, different windows lengths were used as input, ranging from three
to 36 previous measures. The forecast was the wind speed from one to 12 h ahead.
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To compare the accuracy of the different method results the determination
coefficient measure (R?) was chosen. The data was z-normalized, so the coef-
ficient is equivalent to 1 — M SE. Figure4 shows the averaged R? for the best
20 results for each architecture for a specific site. The RNN model with direct
prediction is consistently the best model followed by multiple regression with
MLP. RNN with seq2seq performs similarly to the multiple regression MLP for
the short term, but the mid-term predictions decay faster. The MLP and SVR
with direct prediction have very similar results far from the rest.

Performing a two-sided Kolmogorov-Smirnov test for equality of distribution
for the R? values for each time step of the prediction horizon for the best two
architectures (RNN direct and MLP multi-regression) all distributions have less
than le™* as p-value, indicating that their distributions are different. The dif-
ference of the means for the different hourly prediction of the 20 best results is
in the range 0.007 to 0.022.

The best RNN architectures have two layers of GRU units with ReLU activa-
tion functions, drop out of around 0.3 with a window input from 16 to 24 h. This
result shows that the RNN architecture has a superior ability for the prediction
task than the simpler MLP or SVR combinations. This shows that the RNN
construct have some superior capabilities for this task.

5.2 Relationship with Site Complexity

An interesting geographical analysis of the errors obtained using different meth-
ods shows a measure of the site complexity, related to the errors obtained using
different methods.

Representing graphically the error obtained by using persistence and multiple
regression (seq2seq) MLP (see Figs. 5 and 6) it can be established a relationship
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Fig. 5. Error R? in persistence over all NREL sites
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Fig. 6. Error R? in multiple regression MLP over NREL sites south Parallel 35°

between site complexity and prediction error. The most complex sites in the US
are located in the western side of the central plains, where high regime winds
have high variability and high difficulty for prediction.

6 Conclusions and Future Work

The preliminary results of our experiments show that RNN architectures with
direct multi-step prediction can obtain reasonable mid-term predictions of
wind speed with consistent accuracy among a limited number of sites. Other
approaches show more significant decreases in accuracy the further the horizon
of prediction.

The experiments also show that the direct approach for multi-step predic-
tion have better results compared to a multiple regression/sequence to sequence
approach.

Other multi-step prediction methods have to be explored, combined with
different RNN architectures. For instance, given that it is more important the
mid-term prediction, a multiple regression focused only on the more distant
future seems more interesting. Also, further experiments using more advanced
methods for the RNN sequence to sequence architectures have to be explored,
like teacher forcing or attention mechanisms.

Finally as the available data has over 120,000 sites evenly distributed all
across the US geography, a set of experiments to identify the best algorithm
for each site topology is under way, with the objective to obtain the best algo-
rithm structure that combines the characteristics of the time series with the site
geographical characteristics of the site.
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Abstract. Image segmentation by clustering represents a classical use-
case of unsupervised learning. A key aspect of this problem is that
instances that are being clusters may have various types and thus
requesting specific algorithms that implement particular distance func-
tions and quality metrics. This paper presents an improved version of
MTree clusterer that has been tested in the context of image segmenta-
tion in the same setup as a new recently k-MS algorithm. The redesigned
MTree algorithms allows many levers for setup so that many configura-
tions are available depending on the particularities of the tackled prob-
lem. The experimental results are promising especially as compared with
the ones from previous MTree version and also as compared with clas-
sical clustering algorithms or newly developed k-MS algorithm. Further
improvements in terms of available algorithms for configuration and algo-
rithmic efficiency of integrations may lead the way to a general purpose
clusterer that may be used for processing various data types.

Keywords: Clustering - MTree - Image segmentation

1 Introduction

Clustering algorithms have found many application domains where unsuper-
vised learning provides efficient solutions to tackled problems. Among the most
well known application domains there are medical image processing (i.e., pat-
tern recognition and image segmentation) [1,2], general and natural language
processing knowledge discovery [3,4,11] navigation of robots [5,6] and in many
other contexts.

In the area of unsupervised learning there are several general classes of clus-
tering algorithms (i.e., flat, hierarchical and density based) that all share two
common problems: finding the optimal number of clusters and quickly and effi-
ciently finding the correct clusters taking into consideration specific distance
measures appropriate for the objects (i.e., pixels, points, persons, books, etc.)
that are being grouped.
© Springer Nature Switzerland AG 2018
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The objective of this work is to present an improved version of the MTree
clustering algorithm [7] that is currently implemented as a Weka package
[8,9]. The improved version has been tested in a comparative benchmark with
k-MS morphological reconstruction clustering algorithm [10] as well as classical
algorithms such as simple k-means, Cobweb, Farther First and Canopy.

The proposed approach tackles the practical problem of recognizing shapes
as described in [10] by improving MTree clustering algorithm in terms of dataset
preprocessing for finding optimal number of clusters and adjusting the business
logic of the clusterer in terms of division policy and distance metric between
instances. As compared with the initial results obtained by MTree clusterer
reported in [10] we conclude that current version provides significantly better
results than initial version and in several aspects challenges the clustering algo-
rithms used in benchmarking process. The progress of MTree clusterer from the
initial version consists in several improvements from algorithmic and implemen-
tation perspectives. The experimental results are validated by classical clustering
quality metrics as in [10].

The paper is organized as follows. In Sect. 2, we perform a literature review
with regards to finding optimal K (i.e., the number of clusters), clustering algo-
rithms in Weka, division policies in clustering and validation by clustering quality
metrics. Section 3 describes the proposed approach with a detailed presentation
of each module from the clustering data analysis process with focus on algorith-
mic challenges. We also perform a complexity analysis of the newly obtained
algorithm compared with the older one and with the other clustering algorithms
used in the comparative analysis. In Sect. 4, we present experimental results that
compare the quality and time performance of MTree implementation with other
clustering algorithms. Finally, Sect. 5 contains the conclusions of this work, sum-
marizes the key approaches of the improved version of the MTree algorithm and
discusses potential improvements and applications.

2 Related Works

Data clustering is represented by classical area of unsupervised machine learning
that come in many flavours and have found their way in image clustering or
segmentation [12]. From this perspective, a wide range of variations we proposed
in the literature.

Dhanachandra et al. in [12] use subtractive clustering along classical K-means
algorithm in order to preprocess the data for optimal centroid initialization.
The experimental results were obtained on medical images representing infected
blood cells with malaria and on classical images used for segmentation obtaining
better results than k-means taking into account RMSE and PSNR metrics.

A more elaborate approach for image clustering was proposed by Chang et al.
in [13]. The propose a Deep Adaptive Clustering (DAC) approach that reduces
to a classification problem in which similarity is determined by cosine distance
and learned labeled features tend to be one-hot vectors obtaining good results
on popular datasets like MNIST, CIFAR-10 and STL-10.
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Retrieval of similar images from an image database (CBIR — Content Based
Image Retrieval) represents a challenging task that has been addressed in [14].
The first approach uses as features color and texture and employs K-means and
hierarchical clustering for finding the most similar images. The second approach
uses color, texture and shape as features and K-means as business logic for
building four different groups of images: dinosaurs, flowers, buses and elephants.
The obtained experimental results are promising in terms of good precision and
recall values.

A more complex context occurs when the image source is unknown or when
the ground truth for the training dataset is also unknown [15,16]. In this sit-
uation, optimal K represents a critical issue as well as using an efficient dis-
tance function such that usage of a particular loss function provides good exper-
imental results. These approaches propose as solution a workaround hierarchical
clustering and clustering ensembles based graph partitioning methods, such as
Cluster-based Similarity Partitioning Algorithm (CSPA), Hyper Graph Parti-
tioning Algorithm (HGPA), and Meta Clustering Algorithm (MCLA).

Another critical aspect of unsupervised learning is represented by the opti-
mal number of clusters that reside in the dataset. Unfortunately, scenarios in
which the value of K is known occur in only a subset of practical scenarios. In
general, image processing applications do not have a value of K that is known
beforehand. This may occur when dealing with data streams [17] or with very
high-dimensional datasets [18]. In general, the most suitable approach reduces
to automatic determination of K that may be based on dynamic clustering [19]
or joint tracking segmentation [20]. Finally, the whole clustering process needs
validation, and this may be accomplished by many quality metrics for a wide
range of algorithms [24]. Depending on the structure of the dataset various clus-
tering quality frameworks [22,23] have been proposed. The key issue that always
arises regards choosing the proper similarity and quality metrics [23].

3 Proposed Approach

The proposed approach follows a classical data analysis pipeline that is appropri-
ate for unsupervised learning and in presented in Fig. 1. The input is represented
by one image that is preprocessed in order to load the pixels and build an .arff
file suitable for processing by Weka clustering algorithm implementations.

The clustering analysis benchmark uses several classical clustering imple-
mentations such as k-means, Cobweb, Farthest First and Canopy along our own
improved version of MTree, the k-MS algorithm and other utility algorithms
such as xMeans, voteK, Hierarchical Clustering, EM or Cascade k-Means. Run-
ning the clustering algorithms within the benchmark is managed by several key
properties. One regards all the clustering algorithms and is represented by the
number of clusters which are searched in the input image. The other settings
are the division policy, seed selection mechanism and number of seeds and these
apply only to MTree clusterer. All other clusterers use the same k as MTree
along with other default settings. This approach makes possible further compar-
ative analysis of various configurations of our MTree clusterer with clusterers
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Fig. 1. Block diagram of the clustering analysis benchmark

that are already implemented in Weka and with k-MS algorithm reported in
[10]. Another key aspects regard the number of seeds that are taken into consid-
eration and the order in which data points are provided as input. These settings
are provided as levers for MTree configurations and may influence the quality of
the clustering results. As general rules, a minimum number of seeds needs to be
taken into consideration as in many other clustering algorithms such that global
optima is not missed due to a local optima. As for the order in which instances
are provided to the MTree clusterer a random choosing approach represents a
baseline scenario.

Finally, the clustering analysis benchmark returns a set of segmented images
along with their corresponding validation metrics. For current approach we use
two validation techniques: SSE and visual analytics. The key component of the
clustering analysis benchmark is represented by the clustering algorithms module
and especially by the settings that accompany the MTree cluster and represent
the core improvements in terms its capabilities and efficiency.

Figure2 presents the algorithmic infrastructure of the clustering analysis
benchmark with emphasis on the list of clustering algorithms and main options in
terms of possible settings for used algorithms in general and for MTree clusterer
in particular.

Finally, we describe the key improvements of MTree implementation as com-
pared with previous one presented in [7]. The first improvement regards the logic
of split method that is performed for a full node. In this regard, there are two
issues that were addressed: one regards the number of clusters and one regards
the division policy. In the improved MTree the number of clusters may be set
before running, but we may also leave this parameter to be determined at run-
time by specifying a particular algorithm for determining the optimal k in the
input dataset. According with the value of k (i.e., specified or not specified) the
splitting procedure uses an appropriate division policy. Thus, if the value of k
is known, than the division policy is performed by an algorithm which require
a value for k as input (i.e., k-Means, Farthest First). On the contrary, if k is
not known, the division polity is performed by an algorithm which does not
need a value for k, such that x-Means, Cascade k-means, EM or Cobweb. A final
improvement in MTree regards the seed selection, as a general issue in clustering
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data. The current approach uses random seed selection and selection based on
k-means++ algorithm. All algorithmic choices were made such that they are
available in Weka and can be integrated in the business logic of the MTree and
in the infrastructure of the clustering analysis benchmark.

4 Experimental Results

All the processing is performed on the image from [10] which reports good results
for the proposed k-MS algorithm and poor results for MTree which justify current
improvements.

The input image is preprocessed such that an .arff file with two features is
obtained. As in [10] the features are represented by the numeric values repre-
senting the Cartesian coordinates of 9163 points. These input points are given
as input to all configurations of MTree parametrized by various methods within
split procedure. Figure 3 presents a comparative result of the five MTree con-
figurations versus five classical algorithms. Performed experiments use MTree
configurations that integrate the voteK algorithm for getting the optimal num-
ber of clusters along with Cobweb (MT_vK_CW), Farther First (MT_vK_FF),
Canopy (MT_vK_C), Hierarchical Clustering (MT_vK_HC) and Cascade sim-
ple K-Means (MT_vK_cSKM) algorithms within the split procedure. All MTree
configurations provide computed SSE values as well as classical simple k-Means.
Therefore, all the obtained results from Fig.3 have as optimality criteria the
minimum value for SSE and for providing a sound comparative analysis the
number of clusters was set to eight. The minimum SSE criteria and K equals
to eight were chosen in order to have similar context with experimental results
from [10]. The other algorithms do not provide values for SSE because of two
reasons: either this functionality is not implemented in Weka (i.e., Farthest First,
Canopy) or the algorithm itself - by its inner logic - is not suited for computing
SSE values due to lack of notion of centroid (i.e., k-MS, Cobweb). This is the
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Fig. 3. Comparison between MTree results and other classical clustering algorithms

reason why visual analytics is implied as a second evaluation technique. There-
fore, visual (i.e., manual) analytics was used to evaluate the suboptimal clus-
tering distributions, that is distributions that have larger SSE value although
provide a better clustering. Figure4 presents the visual analytics results for
the five MTree configurations that were used in the clustering analysis bench-
mark. Initial results show slight arguable improvements in two configurations
(i.e., MT_vK_HC, MT_vK_C and MT_vK_cSKM) and better improvements in
three configurations (i.e., MT_vK_FF, MT_vK_CW). Two key settings for the
experiments regard the number of seeds and the order in which data points are
provided as input. Presented results were obtained after runs on 100 seeds as
this is the usual default value in such situations. The data points were streamed
to the MTree clusterer in random order. As we are dealing with images, exper-
iments show a degradation of accuracy that is poor clustering results in terms
of SSE values and correctly segmented images when data points are given into
a particular (i.e., row-wise or column-wise) order. The distributions obtained
by all MTree configurations are much better than the result reported in [10].
Still, the MT_vK_FF and MT_vK_CW configurations that use the SSE metric
are arguable better than classical algorithms. The other three configurations,
MT vK_HC, MT_vK_cSKM and MT_vK_C are much better that their corre-
sponding classical algorithms but do not outperform k-MS. The advantage of
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MTree algorithm resides in the speed by which it clusters new images once a
clusterer has been trained.

5 Conclusion

Current study tackles the problem of image clustering. It provides an improved
version of the MTree algorithm that is used for image segmentation in the same
context as previously discussed in [10]. Improvements of MTree take into account
the algorithmic approach that is based on the split method in which the number
of clusters, the seed selection and the division policy are key ingredients which
have been parametrized such that various configurations may be obtained. We
performed experiments in various configurations and presented the ones that
use the same setup as in [10] for a reproducible and comparative analysis. The
improved MTree package along with voteK method for choosing optimal K are
open-source and available in MTree Clusterer package [9)].

Current results of all MTree configurations that were taken into considera-
tion are highly improved as compared with initial one used in [10] and challenge
classical clustering algorithms and k-MS. An advantage of the MTree clusterer is
the feasibility for customization such that it may process other data types (i.e.,
educational data) compared with k-MS that may work only for images. Further
improvements should take into account other clustering quality metrics and dis-
tances that may be better suited for this particular problem or for similar prob-
lems. Having access to SSE values for other clustering algorithms implemented
in Weka and which have centroids and distances may provide a better objective
comparative analysis. Observing that visual analytics may obtain slightly better
distributions opens the way the need to take into consideration other relevant
aspects that may automatically provide optimal solutions.
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Abstract. Online novelty detection is an important technology in
understanding and exploiting streaming data. One application of online
novelty detection is First Story Detection (FSD) which attempts to find
the very first story about a new topic, e.g. the first news report dis-
cussing the “Beast from the East” hitting Ireland. Although hundreds
of FSD models have been developed, the vast majority of these only aim
at improving the performance of the detection for some specific dataset,
and very few focus on the insight of novelty itself. We believe that online
novelty detection, framed as an unsupervised learning problem, always
requires a clear definition of novelty. Indeed, we argue the definition of
novelty is the key issue in designing a good detection model. Within the
context of FSD, we first categorise online novelty detection models into
three main categories, based on different definitions of novelty scores, and
then compare the performances of these model categories in different fea-
tures spaces. Our experimental results show that the challenge of FSD
varies across novelty scores (and corresponding model categories); and,
furthermore, that the detection of novelty in the very popular Word2Vec
feature space is more difficult than in a normal frequency-based feature
space because of a loss of word specificity.

Keywords: Online novelty detection + First Story Detection (FSD)
Unsupervised learning - Novelty score - Feature space + Word2Vec

1 Introduction

Novelty detection, also known as anomaly detection or outlier detection, is the
task of identifying data that are different in some respect from other predominant
chunks of data in a dataset [10]. Novelty is the property of abnormal data that
usually indicates a defect (industry), a fraud (business), or a new topic in texts
(media). In many cases, no definition is given for novelty before detection, and
the abnormal data embedded in a large amount of normal data are not sufficient
to build a class for novelty. Novelty detection is thus best conceptualized as
an unsupervised machine learning application, i.e., no labels are available and
detections can only be based on the intrinsic properties of the data.
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In the context of streaming data, there are two additional constraints on the
design of a novelty detection model that do not generally apply in the classical
case [4]: (1) the model can only use the data that has arrived before detection
is performed, and (2) the detection must be made within a bounded (short)
time. If these two requirements are satisfied, this type of novelty detection is
called online novelty detection. When online novelty detection is applied in the
context of First Story Detection (FSD), the detection is targeted at finding the
very first story about each new topic, e.g. the first news report discussing the
“Beast from the East” hitting Ireland. Hundreds of online novelty detection
models have been applied to FSD, however, the vast majority of research aims
only at improving the performance of the detection for some specific dataset,
and very few of them focus on the insight of novelty itself. A general cate-
gorisation of novelty detection models was previously proposed by Pimentel
[10] which includes: probabilistic-based, distance-based, reconstruction-based,
domain-based, and information-theoretic models. However, this categorisation
is established solely on the techniques used in the detection, and therefore does
not naturally provide comparisons across the categories, nor insights into how
the different categories of models define the concept of novelty.

We believe that online novelty detection, as a typical unsupervised learning
application, always requires a transparent definition of novelty. Moreover, the
clear exposition of this definition is the key issue in designing a good detection
model and enhancing its performance. Within the context of FSD, in this paper
we identify three main categories of online novelty detection models as motivated
by previous research. We will see that each of these three categories is based on
different definitions of novelty scores. Across these categories, we present an
analysis of how each category treats the concept of novelty, and furthermore, we
compare the performances of these model categories in different feature spaces.
We proceed by providing further detail on the problem of First Story Detection.

2 Background

The challenge FSD was initially defined as a task within the Topic Detection
and Tracking (TDT) competition series. In TDT, the definition of FSD is given
specifically as “the task of identifying new events in a stream of stories. Each
story is processed in sequence, and a decision is made whether or not a new
event is discussed in the story, after processing the story but before processing
any subsequent stories” [1]. In this context, a “topic” is “a seminal event or
activity, along with all directly related events and activities” [3].

In TDT, a number of online novelty detection models were developed for
FSD. Of these, the UMass model [2] and CMU model [15] achieved the best
performance. The UMass model was based on a nearest neighbour approach
and the CMU model employed two types of clustering models. Petrovic et al.
[8] proposed an extension to the UMass nearest neighbor model that integrates
Locality Sensitive Hashing (LSH) when seeking the nearest neighbour. The pri-
mary contribution of this extension was to improve the computational efficiency
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of the model. However, Petrovic et al.’s work is also noteworthy because it was
the first FSD work applied to Twitter data, and since then Twitter has become
a popular application domain for FSD research. In 2012 Petrovic [9] published
the first Twitter dataset for FSD, the Edinburgh Twitter corpus. In recent years,
more and more FSD models have been proposed, such as k-term hashing [14]
in which the new data is compared to a look-up table to generate the novelty
score, and the Nuggest-based method [11] in which only the top-k events need
to be preserved as the comparison targets.

3 Three Categories of FSD Models

As claimed in our previous research [13], we believe that unsupervised learning
always requires an appropriate definition of the learning target. Similarly, novelty
detection always requires a definition of novelty. However, a reviewing of the
literature on FSD research makes it apparent that every FSD model has its own
way to calculate a novelty score, which can be considered as the definition of
novelty used by that model. In other words, every FSD model aims to find the
novelty represented by a specific novelty score.

In order to frame definitions of novelty in FSD, we propose (based on our
analysis of FSD literature) three categories of novelty scores, and, three cor-
responding categories of FSD models, these are: Point-to-Point (P2P) models,
Point-to-Cluster (P2C) models, and Point-to-All (P2A) models. This categori-
sation is based on different distances used to define novelty scores in different
models. The concept of distance we are using here is a general expression that
refers to the difference or dissimilarity between two objects, which can be two
points, a point and a cluster, or a point and all other data. The three categories
of models are detailed as follows:

Point-to-Point (P2P) models, in which the novelty score is defined as the
distance from the new data to an existing data point:

Novelty_Scorepsp def distance(datanew, dataegisting) (1)

The nearest neighbour based model is a typical P2P FSD model, in which the
novelty score is defined as the distance from the new data to the closest existing
data point to it. In order to improve efficiency, P2P models usually accept an
approximate nearest neighbour to each incoming data point, instead of the true
nearest neighbour. For example, the UMass model [2] only seeks the nearest
neighbour from the data points that have at least a single word in common with
the new data.

Point-to-Cluster (P2C) models, in which the novelty score is defined as the
distance from the new data to a cluster of existing data:

Novelty_Scorepsc d:ef distance(dataney, clusteregisting) (2)
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The distance in defining the novelty score in P2C models is between a data
point and a sub-space (or the union of sub-spaces) formed by a cluster of existing
data points in the feature space. In the calculation, it could be the distance to a
representative of the space, the distance to the range of the sub-space, or even
the distance to a model trained by the cluster of data points in the sub-space. In
the context of FSD, a cluster can be intuitively understood as a topic behind the
texts. To make it simple, the cluster is usually represented by some data point
within its range, e.g. the centroid of the cluster, the furthest point or the closest
point to the new data point. The CMU model [15] that is based on single-pass
clustering is a typical P2C model based on the distance from the new data to
the centroid of the closest cluster.

Point-to-All (P2A) models, in which the novelty score is defined as the dis-
tance from the new data to all the existing data:

Novelty_Scoreps s d:ef distance(dataney, all_datacgisting) (3)

Given all existing data, the detection of novelty can be considered as a One-
Class Classification (OCC) problem, in which the quantity of existing normal
data is large enough to build the “normality”, but the quantity of abnormal data
is insufficient to build the novelty class for classification. One-Class SVM [12] is
a popular model for OCC, the basic idea of which is to generate a hyper-sphere
based on all existing data, and all the data points outside the hyper-sphere are
considered as novel data.

It is worth highlighting that any novelty detection model that is based on
a model trained on all the existing data can be viewed as a P2A model. For
example, the k-term hashing model [14] compares all the terms of the new data
with a look-up table created using all the existing data, and takes the proportion
of new terms as the novelty score, and so it is a P2A model. The same goes for
the probabilistic-based and reconstruction-based models. On the other hand, if
the novelty score is defined by calculating the distance to subsets of data or using
models built by subsets of data, then the model is a P2C model. For example,
we can use a different distance from the incoming data point to each existing
cluster in a P2C model by calculating the distance to the hyper-sphere around
all the data of each cluster. Even though this model uses the same technique as
a P2A model, this is still a P2C model.

Based on the descriptions given above, we can see that the differences between
these three categories of models are actually dependent on the target object from
which the distance of new data is defined, rather than what domain theories
and/or model architectures are used. Using these three categories of models,
we can analyze not only the performance of a single detection model, but also
the common characteristics of models within a category, and furthermore, do
cross category comparisons based on these general characteristics. As a prac-
tical example of this we can compare the performances of novelty detection in
different feature spaces, and obtain deeper insights into both novelty and the
appropriateness of feature spaces.
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4 Experimental Design

We use the above categorization of FSD models to design our experiments. Our
first experiment, compares the performance of three representative instances of
the model categories. The second experiment is designed to examine the perfor-
mance of different categories of models across different feature spaces.

4.1 Dataset

In our experiment we use a standard FSD benchmark dataset known as TDT5.
The dataset is composed of news reports from a number of news agencies during
the period from April to September of the year 2003. Compared with the Twitter
FSD dataset, the contents of TDT5 dataset are all in plain text and standard
English, and contain very few special expressions. Our research is to explore
novelty detection across different types of models and feature spaces, rather
than improve the performance of a specific model on a particular domain, so we
believe the TDTS5 is the better option for this work, as it contains more standard
English, and hence model performance is not as affected by a model’s ability to
use features particular to a specific domain. For our experiments, we used the
first 20,000 stories in the TDT5 dataset. Within this TDT5 subset there are 18
labeled topics (and hence 18 first stories), with a further 256 stories labeled as
belonging to one of these 18 topics. The remaining stories are unlabeled.

4.2 FSD Performance Across Different Categories of Models

In the first experiment, we select a typical model for each category of model
classes outlined in Sect. 3, and apply them to FSD on the TDT5 subset. For
this experiment, all the text data was prepared by stemming each word into its
root and removing stopwords and the words with frequency less than 3. After
that, all the data was mapped into the tf-idf feature space, so the detections and
analysis for this experiment are carried out within that feature space.

For P2P, we use a nearest neighbor model as the representative model. The
incoming story is compared to all the existing stories to find the nearest neigh-
bour. If the distance to the nearest neighbour exceeds a threshold, the story is
declared novel. In order to improve efficiency, our implementation adopts some
ideas from previous successful models - the UMass [2] model and the LSH [§]
model that are different from a vanilla nearest neighbour model. Firstly, cosine
distance is used to calculate the distance between two data points. Secondly, the
model only seeks the nearest neighbour from the data points that have at least a
single word in common with the new data. This is done by initially establishing
an inverted index, and then continually updating the index as the detection pro-
cess is ongoing. Thirdly, in order to improve computational efficiency only the
2,000 most recent data points obtained from the inverted index are considered
when searching for the nearest neighbor.

The P2C category is represented by a single-pass (or called follow-the-leader)
clustering model. In this model, we group the incoming stories into clusters.
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As discussed in the introduction of P2C, the clusters represent topics behind the
texts, and each cluster can be represented by its centroid, which is calculated as
the mean of the vector representations of the stories in that cluster. Similarly, the
incoming story is compared to the centroids of all the clusters to find the nearest
cluster. If the distance to the nearest cluster does not exceed a threshold, the
story is declared non-novel and assigned to the cluster after which the cluster
centroid is updated; otherwise, we declare the story novel, and create a new
cluster with this new story as the only data point within the cluster. Cosine
distance is adopted in calculating the distance from a new data to a centroid.

For P2A, a One-Class SVM is adopted as the representative model because
using this model it is easy to interpret the distance from a data point to all the
existing data points. Given a parameter V between 0 and 1, all data are mapped
into a hyper-space using a kernel function to generate a sphere that contains 1-V
of the data inside it as normal data and V of the data outside it as novel data.
In our model, we do not take the label by One-Class SVM as the label of novelty
for a new data, but take the distance of the data to the sphere as the novelty
score, with a positive value if the data is outside the sphere and negative value
if the data inside it. Based on the results of validation tests, we select 0.1 as the
value of V and use only the most frequent 300 features as the representations
of stories in this part of experiment. Finally, to reduce the computational cost
associated with repeatedly rebuilding a One-Class SVM, for each new query we
also only use the 2000 most recent data points to build the model.

4.3 FSD Performance in Different Feature Spaces

The first experiment was conducted using tf-idf based representations of docu-
ments. For this second experiment, for all model categories, we also implemented
FSD in the average Word2Vec feature space. Word2Vec [6] is a neural network
model that generates vector representations of words (known as, word embed-
dings). It is trained with a large corpus of texts, and produces a dense vector
space, typically of several hundred dimensions, in which each word is repre-
sented by a vector. Within this vector space, words with similar contexts are
located in close proximity to one another, which is the most important property
of Word2Vec. However, todate Word2Vec representations have not been directly
applied to FSD; although, Word2Vec has been used indirectly to generate para-
phrases in order to alleviate the problem caused by lexical variation [7]. In this
experiment, we generate a vector representation for a story by averaging vector
representations of the words in the story. We then compare the performance of
the different FSD models using this word embedding based vector representa-
tions with the tf-idf representations used in the first experiment.

For this second experiment, we use the same data preparation approach
that was used for the first experiment. We are aware that there are pre-trained
Word2Vec embeddings available; however, for this experiment we train our own
Word2Vec embeddings using all the TDT5 data so that the word embedding vec-
tors reflect the most relevant word meanings for the TDT5 context. The number
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of dimensions of the Word2Vec vectors is set as 300 and the slicing window used
in the training is set as 10.

4.4 Evaluation

In both experiments we evaluate FSD performance using the Detection Error
Tradeoff (DET) curve [5], which is also the standard evaluation method for FSD
since the TDT series. For each FSD model, we run the evaluation with a large
range of thresholds. Each threshold generates a pair of False Alarms and Misses
error scores, all of which are mapped to the DET curve to show the tradeoff
between these two types of errors as the model threshold is varied.

5 Experimental Results

5.1 FSD Performances Across Different Categories of Models

Figure1 presents the DET curves generated during in experiment 1, by the
representatives of the different categories of models. Inspecting the DET curves
there is a general trend that performance becomes worse from P2P to P2C and
P2A.
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Fig. 1. FSD performances across different categories of models

5.2 FSD Performances in Different Feature Spaces

Figure 2 presents three DET graphs, one for each category of model. Within
each graph two DET curves are plotted one for each feature space: tf-idf and
Word2Vec. The most important finding is that, for all three categories of models,
using Word2Vec representations result in worse performance on FSD, compared
with tf-idf. Furthermore, the performance of Word2Vec representations decreases
as we move from P2P to P2C and onto P2A. Indeed, the performance of the P2A
model with Word2Vec features is worse than random selection.
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Fig. 2. Performances of P2P, P2C, and P2A models in different features spaces.
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5.3 Result Analysis

Based on the experimental results, general trends in performance across differ-
ent categories of models emerge, and it is possible to see clear differences in the
performance of feature spaces across different categories of models. FSD perfor-
mance drops as we move from P2P to P2C and P2A, and this trend is evident
in the results from both experiments. Furthermore, using Word2Vec representa-
tions results in worse performance on FSD, and, again, performance drops as we
move from P2P to P2C and onto P2A.

In terms of the explaining why the performances become worse from P2P to
P2C and P2A, or from tf-idf to Word2Vec, one potential reason could be that the
word specificity is diluted in a large number of documents or in the Word2Vec
feature space, which is an important loss of information for novelty detection.
The experimental results provide support for our hypothesis. For example, for
the topic “Sweden rejected the euro”, the P2P model in the tf-idf feature space
finds the first story easily, but the P2P model in the Word2Vec feature space
usually fails because the first story is considered to be very similar to a previous
document that discusses another topic “Portugal and the euro”. “Sweden” and
“Portugal” are two different words in the frequency-based feature spaces like
tf-idf, so the events in Sweden and Portugal can be clearly distinguished from
each other within that representation. However, in the Word2Vec feature space,
the words with common contexts are located in close proximity to one another,
that is, the two words make little difference, so it is difficult to find the novelty
caused by the word specificity in the Word2Vec feature space. Similarly, the loss
of word specificity happens in P2C and P2A.

6 Conclusions

In this paper, we explored novelty detection by firstly identifying three cate-
gories of models, Point-to-Point (P2P), Point-to-Cluster (P2C) and Point-to-All
(P2A), based on different definitions of novelty scores. We believe this cate-
gorisation leads to a good understanding of novelty and other topics across
general categories of detection models. We further put this idea into practice
and explored FSD based on different categories of models and different feature
spaces. Our experimental results show that the challenge of FSD varies across
different novelty scores and corresponding model categories; and, furthermore,
that the detection of novelty in the very popular Word2Vec feature space is more
difficult than in a normal frequency-based feature space because of a loss of word
specificity.

The next phase of our research will be developed across two strands: the appli-
cation of our categorisation to other contexts to enhance the understanding of the
novelty concept; and the examination of the utility of other document embed-
dings like Doc2Vec to build qualitative evaluation of different feature spaces.
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Abstract. We propose a novel Metropolis-Hastings algorithm to sam-
ple uniformly from the space of correlation matrices. Existing methods
in the literature are based on elaborated representations of a correlation
matrix, or on complex parametrizations of it. By contrast, our method is
intuitive and simple, based the classical Cholesky factorization of a pos-
itive definite matrix and Markov chain Monte Carlo theory. We perform
a detailed convergence analysis of the resulting Markov chain, and show
how it benefits from fast convergence, both theoretically and empirically.
Furthermore, in numerical experiments our algorithm is shown to be sig-
nificantly faster than the current alternative approaches, thanks to its
simple yet principled approach.
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1 Introduction

Correlation matrices are a fundamental tool in statistics and for the analysis
of multivariate data. In many application domains, such as signal processing
or regression analysis, there is a natural need for tools that generate synthetic,
benchmark correlation matrices [1-3]. Existing algorithms for this task usually
randomly sample either the eigenvalues of the matrix or the elements of its
Cholesky decomposition, instead of directly sampling the matrix from its uniform
distribution.

Uniform sampling of correlation matrices has received little attention until
recently [4,5]. By contrast with the classical methods [1,2], uniform sampling
does not assume any a priori information and allows to obtain an unbiased ran-
dom correlation matrix. In this paper, we propose a new Metropolis-Hastings
algorithm for such task, which is significantly faster than the existing algorithms
© Springer Nature Switzerland AG 2018
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in the literature [4,5]. We perform a detailed analysis of the convergence prop-
erties of the Markov chain that we construct.

Our approach is similar to that of Pourahmadi and Wang [4] in the sense
that we rely on the Cholesky factorization of a positive definite matrix; however
they reparametrize the triangular factor with spherical coordinates, resulting in
an additional layer of complexity. Lewandowsky et al. [5] present two methods
based on alternative representations of the correlation matrix, vines and ellip-
tical distributions, which are arguably less direct than our classical Cholesky
factorization.

The rest of the paper is organized as follows. In Sect. 2 we briefly overview
the Cholesky factorization of correlation matrices, and other technical results
needed for our method. Section 3 contains the details of our Metropolis-Hastings
algorithm, whose convergence properties are analyzed in Sect.4, both from a
theoretical and experimental point of view. In Sect. 5 we empirically compare the
computational performance of our method with the alternatives in the literature.
Finally, we conclude the paper in Sect. 6.

2 Upper Cholesky Factorization of a Correlation Matrix

Let R be p x p a correlation matrix, that is, a symmetric positive definite (SPD)
matrix with ones on the diagonal. Since R is SPD, it has a unique upper Cholesky
factorization R = UU?, with U an upper triangular matrix with positive diago-
nal entries. Let U denote the set of upper triangular p x p matrices with positive
diagonal entries. We will define the set of SPD correlation matrices as

R = {R=UU"s.t. diag(R) = 1, U € U}. (1)

The set R of SPD correlation matrices is known to form a convex body
called elliptope [6], whose volume has been explicitly computed by Lewandowski
et al. [5]. Observe that the constraint diag(R) = 1 in Eq. (1) simply translates
to the rows of U being normalized vectors. Denoting the subset of & with such
normalized rows as U1, R can be written more compactly as

R={R=UU'st. Uclh}.

Consider now #(U) = UU! as a parametrization of U; into SPD matrices.
In order to sample uniformly from R, which is the image of @, we need to
compute the Jacobian matrix J@(U) [7]. Then, when sampling in U from a
density proportional to the Jacobian det(J®(U)), the induced distribution on
R by & is the uniform measure. In our case, the Jacobian is [§]

p—1
det(JP(U)) = 2° [ [ ui, (2)
=1

where u;; is the i-th diagonal element of U € U; and we have omitted u,, because
it is equal to 1.
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3 Metropolis-Hastings Uniform Sampling

We will use a Metropolis-Hastings method for sampling from a density propor-
tional to the Jacobian in Eq. (2). Observe that the i-th row in U, denoted as u;
in the remainder, can be sampled independently from all the other rows {u; };-;,
from a density f(u;) oc ul;. Furthermore, w; is a unitary vector and has its first
i—1 entries equal to zero, therefore it lives in the (p—i)-dimensional hemisphere,

Si_i ={ve RPHL gt vt =1 and vy > 0},

where the positivity constraint is to ensure that u;; > 0. This independent row-
wise sampling procedure is described in Algorithm 1.

Algorithm 1. Uniform sampling in R
Input: Sample size N

Output: Uniform sample from R of size N
1: forn=1,...,N do

2: U" 0,

3 fori=1,...,pdo

4: u} «— sample from f(u;) o u; on Si_i
5 end for

6: end for

7: return {@(Ul), .. ,¢(UN)}

Since each row of U can be sampled independently, in the remainder of this
section we will concentrate on how to perform step 4 in Algorithm 1. In order
to lighten the notation, we will restate our problem as sampling vectors v from
the hemisphere S¥* with respect to the density f(v) o v, where p is fixed and
1<i<p.

In the Metropolis-Hastings algorithm, we need to generate a proposed vector
© from the current vector v already sampled from Si_z. For this, we will propose
the new state as a normalized perturbation of the current vector, specifically,

v+ €

b=
v+ €ll’

3)
where € is a Gaussian random vector of dimension p — ¢ 4+ 1 with zero mean and
component-independent variance o2.

With the transformation of Eq. (3) the induced proposal distribution ¢(v|v)
is a projected Gaussian over Sf_*l [9], with parameters v and apr_H_l. The
expression for the density of this angular distribution is given in the general case
by [10]. In our setting, we obtain a simplified expression,

N exp (((v'9)* —1)/202) [ 1 oo\’
q(’u|'v) — b ((27T)(p_i+1)/2 ) /O S exp (—2 <3 — o ) > ds. (4)
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The density for the proposal ¢(v|v) in Eq. (4) is a function of the scalar product
v'®, therefore it is symmetric because the roles of v and ¥ can be exchanged,
and we can omit the Hastings correction from the sampling scheme. Thus the
acceptance probability at each step of the algorithm becomes

min ( , fﬁ)) =min | 1,150(?1) (171)Z ,
f(v) - v1
where v7 is the first component of the proposed vector v and I>y denotes the

indicator function of the positive real numbers. The described M_etropolis sam-
pling is illustrated in Algorithm 2.

Algorithm 2. Metropolis sampling of vectors v in Sffi from f(v) o v}

Input: Sample size N, variance o2 and burn-in time t,
Output: Sample of size N from S7~ i

1: vo « random standard multlvanate Gaussian observation of dimension p — i + 1
2: vo1 < |vo1|

3: vg < normalize vg

4: fort =0,...,t, + N do

5 forj=1,...,p—i+1do

6: ¢; «— random Gaussian observation with zero mean and variance o2
7:  end for

8: Vv t+e€

9: ¥ < normalize
10: 0 « random uniform observation on [0, 1]
11:  if 3 >0and § < (31/vi1)" then
12: V¢ — v
13:  end if
14: end for
15: return {ve,41,Ve,42,,. .., Ve N}

4 Convergence Assessment

In this section we will analyze, both theoretically and empirically, the conver-
gence properties of the proposed Algorithm 2, following [11].

4.1 Theoretical Convergence Properties

A minimal requirement for a Metropolis chain with proposal ¢ to have the target
density f as its stationary distribution is the following relationship between the
supports

supp(f) € |J  supp(q(- | v)).

vesupp(f)

Since in our case the support of (- | v) is the (p — i)-dimensional unit sphere,
for all v € SY™", this condition is automatically satisfied.
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Given the above minimal requirement, if the chain additionally is f-
irreducible and aperiodic, then it converges to its stationary distribution (The-
orem 7.4 in [11]). The fist condition holds in our case because the proposal is
strictly positive for all v,v € Sffl. A sufficient condition for aperiodicity is
that the probability of remaining in the same state for the next step is strictly
positive, that is, P(f(v) > f(©)) > 0. In our case, we have

P(f(v) > f(®)) = P (v} = I>0(1)0}) = P (v1 > 01,01 > 0) + P (03 <0).

Expanding the second summand and using the fact that v; > 0, we obtain

P(#; <0) = P(e; <0) — P(—v; < ¢ <0) = e /00 ds, (5)

1 U1 1

2 /0 V2moe
Therefore P(f(v) > f(?)) is strictly positive, the chain is aperiodic, and our
proposed algorithm converges to f.

Some additional insights can be gained on the convergence of the algorithm
when the variance o2 increases. From Eq. (4), we observe that in such scenario,
the proposal density approaches to a constant, yielding an independent Metropo-
lis algorithm [11]. The expression for such limiting proposal, which coincides with
the inverse sphere volume, is

. N L((p—i+1)/2)
Jm g(v | v) = %@——mm/ (6)

In this scenario, denoting as Cy and C, the integration constants for f and ¢
respectively, taking M > (C,C) ™! we have for all v € Siﬁi that f(v) < Mq(v).
Therefore the chain is uniformly ergodic, and 2(1— M ~1)" is an upper bound for
the total variation norm between the transition kernel after n iterations and the
target distribution f (Theorem 7.8 in [11]). Furthermore, M1 is also a lower
bound for the expected acceptance probability.

4.2 Empirical Monitoring

The above theoretical analysis assures the convergence of the proposed Algo-
rithm 2. Such convergence can also be empirically monitored in order to get
insight on how to tune its hyper-parameters: the burn-in time ¢; and the pertur-
bation variance o2. This will be the focus of this subsection. For this task, the
most challenging matrices are arguably high dimensional therefore we will focus
on the case where p = 1000.

There is no standard assessment scheme to follow that will guarantee an
expected behaviour for the Metropolis chain [11]. However, we can study
the behaviour of some characteristic quantities. We have chosen to focus on
the acceptance ratio, that is, the percentage of times that we have accepted the
proposed value, so it can be thought of as an approximation for P(f(v) < f(v)).

Whether a high acceptance ratio is desirable or not depends on the particular
chain designed. For our case, in Fig. 1 this quantity is depicted as a function of
the row number and, complementarily, of the perturbation variance o2

€
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Fig. 1. Acceptance ratio as a function of the row number ¢ (left) and the perturbation
variance o? (right). eps: o2.

We observe how, as 2 increases, the proposed value is rejected more often.

This could be already expected by looking at Eq. (5) above, where we see that the
second term goes to zero as o7 increases, yielding limy>_o P(f(v) < f(9)) <
1/2. Furthermore, as o, increases the proposal distribution is more similar to
the uniform density on the (p —¢)-dimensional sphere (Eq. (6)), which also hints
the higher rejection rate.

The row number i also has a significant influence on the acceptance ratio.
Recall that 1 < i < p—1, v € 8" and f(v) o v}, therefore as the row
number ¢ increases the target distribution f approaches a delta function, and
the dimensionality of v decreases. Therefore it is reasonable to assume that the
larger i is, the smaller o2 should be for achieving a high acceptance ratio, since
it means that we are proposing new states that are, with high probability, very
close to the current state.

The above conclusions are further illustrated in Fig. 2, where we have plotted
the contour lines of the acceptance ratio surface as a function of o2 and the
row number i. Observe that small values for o, always lead to high acceptance
ratios, however this might not always be desirable since it can be a sign of
slow convergence. By contrast, a low acceptance ratio can be expected when
approaching to a delta in moderately high dimensions, as is the case for row
numbers approximately between 250 and 750.

5 Performance Analysis

In this section we will compare our method, in terms of computational perfor-
mance, with the existing approaches in the literature for the same task: uniform
sampling of correlation matrices. We will generate 5000 correlation matrices of
dimension p = 10,20, ...,100 using our algorithm, the vine and onion methods
of Lewandowski et al. [5], and the polar parametrization of Pourahmadi [4].
Our algorithm has been implemented in R [12]. The vine and onion
methods are available in the function genPositiveDefMat from the R pack-
age clusterGeneration', provided by the authors. Since we have not found an

! https://CRAN.R-project.org/package=clusterGeneration.
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Contour plot of the acceptance ratio surface
1000- -

750~ level
0.75
0.50
0.25

500-

Row number

250~

o-
0.0 0.1 0.2 0.3 0.4
Perturbation variance

Fig. 2. Contour lines of the acceptance ratio surface. Level: magnitude of the accep-
tance ratio.

implementation of the polar parametrization method of Pourahmadi [4], we have
developed our own function, also in R, mimicking the method therein described.
For our method, based on the analysis of the previous section we have fixed
o = 0.01 and ¢, = 1000, which have empirically provided good convergence
results. The experiment has been executed on a machine equipped with Intel
Core i7-5820k, 3.30 GHz x 12 and 16 GB of RAM.

The results of the experiment are shown in Fig.3. We observe that our
method is faster than all of the existing approaches in the literature. The polar
parametrization method has the worst performance, several orders of magnitude
slower than the other algorithms. This can be explained by the use of inverse
transformation sampling for simulating the angles. By contrast, our method
achieves highly competitive results by taking advantage of the direct represen-
tation provided by the Cholesky factorization, as well as the simple form of the
target distribution and the proposed values on each iteration. The scripts used
for generating the data and figures described throughout the paper are publicly
available, as well as the implementation of the algorithms described?, so all the
above experiments can be replicated.

15000~
10000~
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Time in seconds
=)
o
@

Time in seconds

o] ///

75 100 25

25 50 50 75 100
Number of nodes Number of nodes

method -+ chol -+ c-vine -+ onion - polar method - chol = c-vine -+ onion -+ polar
Fig. 3. Execution time of available methods for uniform sampling of correlation matri-

ces, both in linear (left) and logarithmic (right) scale. chol: our proposal; c-vine,
onion: methods by [5]; polar: method by [4].

2 https://github.com/irenecrsn/rcor.
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6 Conclusions

In this paper we have proposed a Metropolis-Hastings method for uniform sam-
pling of correlation matrices. We have studied its properties, both theoretically
and empirically, and shown fast convergence to the target uniform distribution.
We have also executed a comparative performance study, where our approach
has yielded faster results than all of the related approaches in the literature.

In the future, we would like to further explore variants of our Markov chain
algorithm, such as the independent Metropolis or adaptive schemes. We would
also like to expand on the theoretical convergence analysis of such variants, as
well extend the empirical convergence monitoring to other relevant quantities
apart from the acceptance ratio.
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Abstract. The prediction of the students’ performance allows to
improve the learning process using the online campus tools. In this con-
text, recommender systems are useful for prediction purposes. This col-
laborative filtering tool, predicts the unknown performances analyzing
the database that contains the performance of the students for particular
tasks, considering matrix factorization and stochastic gradient descent.
If we consider a fixed number of latent factors, the prediction error is
mainly influenced by two parameters: learning rate and regularization
factor. The best settings for these parameters is an optimization prob-
lem that can be tackled by soft computing techniques. In this work, we
analyze three solving methods to select the optimal values of both param-
eters: a simple direct search, a classic evolutionary algorithm, and a novel
metaheuristic. The results show the advantages of using metaheuristics
instead of direct search in accuracy and computing effort terms.

Keywords: Metaheuristics - Genetic algorithms

Vapour-liquid equilibrium - Recommender systems - Prediction
Matrix factorization - Stochastic gradient descent - Learning rate
Regularization factor

1 Introduction

Collaborative filtering methods as Recommender Systems (RS) [1] can predict
the future behaviour of a user according to the past information of his activity in
several tasks, and the activity of the other users in the same task. A RS can be
applied to online environments where predicting the users’ behaviour is useful.
This is the case of the Predicting Student Performance (PSP) problem, where
the students’ performance is predicted for academic tasks [2].
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Our research framework deals with datasets extracted from the online campus
databases of the University of Extremadura, Spain. Each dataset is represented
by a matrix P of S rows by I columns, where S is the number of students, I is
the number of academic tasks, and p; represents the performance or score of
the student s for the task . Some cells in P could be unknown because of tasks
not completed or students not attending (D“"F), so they can be predicted from
a mathematical model built by Matrix Factorization (MF) [3]. In this model, P
can be approximated by P ~ W1 x W27 [4], where W1 and W2 are smaller
matrices of sizes S x K and I x K respectively.

The prediction model based on MF considers the number of latent factors
K implicit in the relationship mentioned before. The model is implicitly able to
encode latent factors of students and tasks. The intuition behind using MF is that
there should be some latent features that determine how a student performs a
task. However, it is difficult to establish the proper number of such latent factors.
In our work, we have considered different values of K depending on the dataset,
according to experiments done for this particular purpose.

From W1 and W2, the unknown value ps; can be predicted by (1).

K
Pei =Y (wlep x w2;p) = (W1x W2l (1)

k=1
W1 and W2 are calculated by Gradient Descent (GD) [5], which is very
efficient dealing with large data sets [6]. This algorithm updates W1 and W2
iteratively using training data D' ®" chosen from the known values in P. The
iterations try to minimize the error done in the prediction, considering the Root
Mean Squared Error criterion (RMSE) (2). The error is calculated for test data

Dtest a smaller subset of known values in P.

ZS i€ Dtest ps i ﬁs,i)z
RMSE = \/ B 2)

2 Optimization Problem

There are two important parameters involved in GD: the learning rate § and
the regularization factor A. The first one is needed to determine the gradient,
whereas the second one prevent the over-fitting. They are constant real numbers,
although their values are set without any strict rule, simply according to other
works or after few tests. In any case, both parameters have a certain influence
on the prediction accuracy. Figure 1 helps us understand this fact. This figure
was generated from a Direct Search (DS) method, where thousands predictions
were calculated for different values of the pair (8,A). The plot on the left shows
the values of RMSE, whereas the plot on the right shows the GRMSE metric.
GRMSE is the same RMSE after applying a proportional function that high-
lights the maximum and minimum peaks, in order to make easier visualizing the
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RMSE GRMSE

2
beta o o lambda

Fig. 1. Direct search of the minimum RSME corresponding with the best pair (3,)\),
which is pointed out by the arrow. The plot on the right corresponds to the GRMSE
metric to display better that location.

minimums. We can check how a global minimum exists, together a high number
of local minimums. This fact was verified considering other datasets.

The selection of the pair (3,A) affects the prediction accuracy. The question is:
How can we set the optimal values of (3,\) without performing a thorough direct
search of high computational effort? In this work we propose using metaheuristics
to find good values for both parameters with low computational effort.

3 Metaheuristics Description

When the space of possible solutions is very big, metaheuristics [7] allow to inten-
sify the search in the nearness of a promising solution. They are approximate,
non-deterministic algorithms based on heuristic search, according to two differ-
ent focus: trajectory or population. In this work we want to solve the optimiza-
tion problem confronting a novel trajectory-based metaheuristic with a classic
population-based one.

The objective function f(X) considered by the metaheuristics is the function
to be optimized, where X is a set of NV AR decision variables ;. In this work we
consider NV AR = 2 decision variables, 21 = § and z2 = A, and f(X) is RMSE
(2). Therefore, each evaluation of the objective function implies to perform a
prediction from a matrix factorization model calculated using gradient descent.

3.1 Vapour-Liquid Equilibrium Metaheuristic

Vapour-Liquid Equilibrium (VLE) is a trajectory algorithm with local search,
multiple reboot and autonomous adjustment of the search space, inspired by
the liquid-vapor equilibrium, present in many chemical engineering processes
[8]. Unlike the rest of the metaheuristics, this algorithm has embedded a simple
mathematical model of liquid-vapor equilibrium simulation and the bisection
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numerical method [9] for determining the roots of the model’s equations. VLE
is able to solve complex optimization problems in real domains.

When the chemical compounds form ideal mixtures, the distribution of these
between both phases can be modeled applying, simultaneously, the Law of Raoult
and the Law of Dalton [10]. The equations of the model allow the calculation
of the bubble point of a mixture in liquid phase and the calculation of the dew
point of a mixture in vapor phase at a certain pressure. The bubble point is the
temperature (Tgp) at which a liquid mixture begins to boil, whereas the dew
point is the temperature (Tpp) at which a mixture of vapors begins to condense.
Both processes represent liquid-vapor equilibrium states that are based on the
principle of mass conservation and the phase equilibrium.

The determination of roots of the equations that model these conditions
establishes the values of the movement operators (bubble and dew operators).
During the search for an optimal, the operators are applied on domains in parallel
to the real domain of each decision variable. These domains represent molar frac-
tions of the most volatile chemical species of binary mixtures. There are as many
binary mixtures as decision variables of the optimization problem. The opera-
tors are used in the exploration and exploitation phases, creating and updating
neighborhood structures around the best solution found in the previous iteration
by changing just one decision variable each time. The values of the operators
depend on the chemical nature of the most volatile component of each system,
the saturation temperature, and the total system pressure. The application of
the operators is given by (3) and (4), where [ and v are the molar fractions of the
most volatile chemical component of each mixture (subscript 1). The mole frac-
tion of the most volatile component at iteration ¢, is calculated by a linear trans-
formation of the decision variable z4(t), from the real domain [min, maz| € R,

to the value of the parallel domain [newmin, newmaz] = [0,1] € R.
1
l1(t+1) = DewOp v1(t) = F'Ul(t) (4)
1

The input information is limited to the criteria for stopping the algorithm, its
execution parameters and the specification of the objective function and number
of decision variables. The termination criteria are the number of movements to
be performed (M) and the number of restarts to try (R), with R < M. The
parameters with highest incidence in the search process are « (it autonomously
adjusts the size of the search subset of the decision variables) and 3 (the proba-
bility of acceptance of worse solutions than the best solution found so far). Each
time the algorithm restarts, it creates a new starting solution and new search
neighborhoods guided by the values of the molar fractions that suggest where
there could be at least one local optimum. The possible values of a are odd
numbers greater than or equal to 3. The algorithm calculates the probability
of acceptance of a possible solution in a random way and compares it with 3.
If the solution is not accepted, the algorithm restarts in another region of the
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search space, either conserving or changing the chemical species of the mixtures
according to the user specifications. The characterization of chemicals is car-
ried out by means of their vapor pressure, according to Antoine’s equation [10].
On the other hand, for a given number of experiments, the output information
includes the optimal value found, the location of the corresponding solution, the
convergence graphs of all the experiments carried out, and the box plot.

3.2 Genetic Algorithm

Genetic Algorithms (GA) [11] are well known population-based Evolutionary
Algorithms (EAs) [12]. A population is the set of individuals X that evolves
along generations, where an individual is a pair of decision variables (8,\). We
consider the fitness of an individual (the error done in the prediction) as its
objective value with regard to the entire population.

The GA starts generating an initial population. Next, all the individuals in
the population are evaluated. From here, six phases are performed sequentially.
The assignment phase occurs at the beginning of the first iteration (generation)
of the GA, where a fitness value is assigned to each individual. Next, in the
selection phase the best individuals (parents) are chosen for crossover according
to their fitness values. The recombination phase crosses the parents to generate
new individuals (offsppring), updating the fitness values. In the mutation phase,
particular mutations are applied to some individuals of the offspring, updating
the fitness values accordingly. Next, the offspring is evaluated in the evaluation
phase. Finally, the reinsertion phase includes the offspring individuals in the
population. Here, the algorithm goes back to the assignment phase again. These
phases are performed iteratively along many generations, up to a stop criterion
is reached. This criterion can be a predefined number of generations.

4 Experimental Framework

The dataset considered for the experiments was extracted from a real virtual
classroom corresponding to a medium-size representative case in a university
online campus. The original database was composed of 128 students and 16 tasks.
Nevertheless, many of these students and tasks were removed after a detailed
analysis because of their limited academic activity; otherwise, these data could
introduce noise in the prediction. Thus, the performance matrix P, built after
applying the corresponding filters, represents an academic environment where
there is not any student with less than 60% of activity in all the evaluation tasks,
and the task with the minimum students’ activity has 90% of participation.
Figure 2 represents the performance matrix P, composed of S = 95 students,
I =5 tasks and 18 unknown performances. We used all the known performances
to train the prediction model, and chose 92 performances to test the model.
Table 1 shows the values of the main parameters involved in the experiments.
The dataset and MF model is characterized by the number of students and tasks,
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Fig. 2. Dataset: performance matrix extracted from a real subject.

training and test data sizes, and number of latent factors. Gradient descent ini-
tializes the values of W1 and W2 randomly according to a fixed standard devia-
tion (stddev); this stochastic nature needs several runs for each case (num_runs).
In addition, we choose a fixed number of iterations (num_iter) as stop criterion
(itermethod) and ignore the possible bias of the students (biased). Finally, we
consider fixed searching areas, limited by the maximum and minimum values for
G and A (Bmaz, Bmin, Amaz, and A respectively); these limits are applied to
all the solving methods: VLE, GA and DS.

Table 1. Main parameters of the experimental framework: dataset, matrix factoriza-
tion, gradient descent and search area.

Dataset&MF

GD

Limits

S

95

num._runs

5

ﬁmin

0.0001

I

itermethod 0

Bmam

10

Dtest

92

num_iter

300

)\min

0.0001

Dunkn

18

biased

0

>\maz

64

stddev

0.1

5 Experimental Framework

Table 2 shows the main settings for the solving methods. The number of eval-
uations of the fitness function (funccount) or predictions for each case (8,)\)
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should be the same for VLE, GA and DS in order to do a realistic comparison.
Therefore, the parameters of each solving method were tuned to guarantee a
similar computational effort with regard to the number of predictions done.

Table 2. Main parameters of the three solving methods: VLD, GA and DS.

VLE GA DS

M 200 popsize 106 | Ng 50

R 200 maxgen 16 Ny 36
funccount 1,800 funccount 1,802 | funccount 1,800
VLE, 5

VLEs;  0.99(A), 0.01(B)

Each experiment (two for VLE and one for GA) consisted of 41 runs in
order to obtain enough stats, except for DS, since it is a deterministic method.
The results are shown in Table 3, from which we can conclude that the mini-
mum RMSE found (fval) was obtained by GA, followed by VLE and DS. In
other words, both metaheuristics improved the results of a simple direct search.
Although the computing effort is lower by DS, we should note that the main goal
is accuracy. The optimal found by GA could be found too by DS considering
more values for (3,)\), in other words, a higher number of predictions expressed
by funccount, with the corresponding increased computing time. Both VLE and
GA show fast convergence when searching the optimal solution, obtaining good
solutions long before DS with lesser computing effort.

Table 3. Comparison VLE-GA-DS.

Tests (41 runs): VLE-A VLE-B GA DS (1 run)
Optimum found: fval 0.267  0.268 0.245 0.271

1654 3.299  2.329 2.599 2.400

A 0.604  0.699 0.589 0.560
Stats: Mean 0.285 0.314 0.255

Maximum | 0.330  0.646 0.261
Std. dev. |0.012  0.069 0.001

Time (1 run): 8.5min 17.5min 17.7min 4.2min

6 Conclusions

We have applied two metaheuristics (novel VLE and classic GA) to solve an opti-
mization problem with regard to the stochastic gradient descent when building
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a mathematical model based on matrix factorization for predicting the students
performance, basing on recommender systems. The optimization problem tries
to find the best values of learning rate and regularization factor in order to obtain
predictions with minimum error. The metaheuristics have been compared to a
simple direct search of these parameters. The obtained results encourage us to
consider metaheuristics rather than exhaustive searches.

Since many data mining and machine learning approaches have been applied
to predict the students’ behaviour [13], our proposal could be interesting to
enhance the prediction accuracy provided by these other methods.

Finally, we would like to consider more and larger datasets of different char-
acteristics in the future, in order to check if the advantages of metaheuristics
with regard to simple direct search are the same in all the cases.

Acknowledgments. This work was funded by the Government of Extremadura and
the State Research Agency (Spain) under the projects IB16002 and TIN2016-76259-P
respectively. PhD. B. Crawford and PhD. R. Soto are supported by grants CONI-
CYT/FONDECYT/REGULAR/1171243 and 1160455 respectively. MSc. E. Cortés-
Toro is supported by grant INFPUCV 2015.

References

1. Jannach, D., Zanker, M., Felfernig, A., Friedrich, G.: Recommender Systems. An
Introduction. Cambridge University Press, Cambridge (2011)

2. Thai-Nghe, N.,; Drumond, L., Horvath, T., Krohn-Grimberghe, A., Nanopoulos,
A., Schmidt-Thieme, L.: Factorization techniques for predicting student perfor-
mance. In: Educational Recommender Systems and Technologies: Practices and
Challenges, pp. 129-153. IGI-Global (2012)

3. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender
systems. Computer 42, 30-37 (2009)

4. Rendle, S., Schmidt-Thieme, L.: Online-updating regularized kernel matrix factor-
ization models for large-scale recommender systems. In: Proceedings of the 2008
ACM Conference on Recommender Systems, pp. 251-258 (2008)

5. Koren, Y.: Factor in the neighbors: scalable and accurate collaborative filtering.
ACM Trans. Knowl. Discov. Data 4, 1-24 (2010)

6. Bottou, L.: Large-scale machine learning with stochastic gradient descent. In:
Lechevallier, Y., Saporta, G. (eds.) COMPSTAT 2010, pp. 177-186. Springer, Hei-
delberg (2010). https://doi.org/10.1007/978-3-7908-2604-3_16

7. Gendreau, M., Potvin, J. (eds.): Handbook of Metaheuristics. Springer, Heidelberg
(2010). https://doi.org/10.1007/978-1-4419-1665-5

8. Crawford, B., Soto, R., Cortés, E., Astorga, G.: A new thermodynamic equilibrium-
based metaheuristic. In: Silhavy, R., Silhavy, P., Prokopova, Z. (eds.) CoMeSySo
2017. AISC, vol. 661, pp. 336-346. Springer, Cham (2018). https://doi.org/10.
1007/978-3-319-67618-0_31

9. Chapra, S., Canale, R.: Numerical Methods for Engineers. McGraw-Hill, New York
(2015)

10. Smith, J.M., Van Ness, H., Abbott, M.: Introduction to Chemical Engineering
Thermodynamics. McGraw-Hill, New York (2005)


https://doi.org/10.1007/978-3-7908-2604-3_16
https://doi.org/10.1007/978-1-4419-1665-5
https://doi.org/10.1007/978-3-319-67618-0_31
https://doi.org/10.1007/978-3-319-67618-0_31

11.

12.

13.

Novel and Classic Metaheuristics for Tunning a Recommender System 133

Reeves, C., Rowe, J.: Genetic Algorithms. Principles and Perspectives. A guide to
GA Theory. Kluwer Academic Publisher, Norwell (2003). EE.UU

Fogel, G., Corne, D.: Evolutionary Computation in Bioinformatics. Morgan Kauf-
mann Publishers, Burlington (2003)

Roy, S., Garg, A.: Analyzing performance of students by using data mining tech-
niques: a literature survey. In: Proceedings of 2017 IEEE International Conference
on Electrical, Computer and Electronics, UPCON 2017, pp. 130-133 (2018)



q

Check for
updates

General Structure Preserving Network
Embedding

Sinan Zhu®™) and Caiyan Jia(®

School of Computer and Information Technology and Beijing Key Lab
of Traffic Data Analysis and Mining, Beijing Jiaotong University,
Beijing 100044, People’s Republic of China
zhusinan0601@163.com, cyjia@bjtu.edu.cn

Abstract. Network embedding has attracted increasing attention in
recent years since it represents large scale networks in low-dimensional
space and provides an easier way to analysis networks. Existing embed-
ding methods either focus on preserving the microscopic topology struc-
ture, or incorporate the mesoscopic community structure of a network.
However, in the real world, a network may not only contain community
structure, but have bipartite-structure, star-structure or other general
structures, where nodes in each cluster have similar patterns of con-
nections to other nodes. Empirically, general structure is important for
describing the features of networks. In this paper, based on nonnegative
matrix factorization framework, we propose GS-NMF which is capable
of integrating topology structure and general structure into embedding
process. The experimental results show that GS-NMF overcomes the lim-
itation of previous methods and achieves obvious improvement on node
clustering, node classification, and visualization.

Keywords: Network embedding - General structure
Nonnegative matrix factorization

1 Introduction

Network is ubiquitous in our life. Many systems can be abstracted into networks
to characterize all kinds of relationships, such as social relationships between
people, predatory relationships between creatures or link relationships between
web pages and so on. The traditional way of representing networks is to con-
vert these relationships into forms of adjacency matrices, where each element
represents the relationship between pairs of nodes. However, great challenges
on storage and computational complexity arise when process large-scale net-
works, because in face of the various networks, dimension of matrix ranges from
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hundreds to millions even more. Moreover, most of the adjacency matrices are
sparse, it may lead to poor results for network analysis tasks.

Network embedding is effective for representing networks by learning a low-
dimensional vector representation for each vertex in a network, the new repre-
sentations always show better performance in network analysis tasks including
node clustering and classification [6,26,29], visualization [6,28], link prediction
[26,28,31], social relation extraction [27], etc. Many existing methods focus on
preserving the topology structure, and they are mainly based on the assumption
that nodes with high topological similarity should be represented closely. Some
typical methods, such as DeepWalk [22], LINE [25], Node2vec [7], SDNE [2§],
capture topology structure first by using low-order proximities or contextual
information and then learn vector representation of each node. Other methods
like GraRep [3], DNGR [4], NEU [31] further take advantage of higher order
proximities for enriching the structural information. However, as claimed in M-
NMF [29], those methods ignore the mesoscopic community structure contained
in networks. The representations of nodes in the same community should be more
similar than those belonging to different communities. Therefore, M-NMF aims
to preserve microscopic structure and mesoscopic community structure of a net-
work simultaneously. However, in the real world, a network may not only contain
community structure, but also have bipartite-structure [17], star-structure [23],
core-periphery structure [1] or other general structures [24], in which nodes in
each class have similar patterns of connections to other nodes. In this study, we
propose a network embedding method called GS-NMF (General Structure pre-
served network embedding based on NMF framework) which is able to preserve
both microscopic topology structure and mesoscopic general structure contained
in a network.

Our main contributions are summarized as follows.

— We use T-order signal propagation [9] to store high-order proximities between
pairs of nodes. It overcomes the shortcoming of the first-order proximity which
is not applicable to bipartite or multipartite networks.

— Nonnegative matrix tri-factorization is used to capture general structures. We
have observed that the middle matrix in the tri-factorization has the similar
significance as the block matrix in stochastic block models which characterizes
the probability of connecting between classes [24].

— A joint NMF framework is employed to preserve both topology structure and
general structure. The empirical studies on node clustering, classification and
visualization show the effectiveness of GS-NMF.

2 Related Work

In recent years, network embedding has attracted many researchers attention,
its pioneer work can be traced back to some traditional dimensionality reduction
methods, such as Isomap, LLE and LE. However, these traditional methods can-
not preserve the topology structure. Therefore, some outstanding practical works
have been put forward to deal with this shortage. DeepWalk [22] first employs the
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idea of natural language processing to establish an embedding model, in which
the sequence of nodes that obtained from random walk is treated as contextual
information in SkipGram model. LINE [25] defines the conditional probability
of first-order proximity and second-order proximity, then obtains the new vec-
tor representation of each node by minimizing the distance between conditional
probability and empirical probability. Based on the idea of LINE, GraRep [3]
is proposed to build a matrix to store higher order proximity and then perform
SVD to get specific representation. DNGR, [4] exploits higher order structural
information as the input of deep neural network to learn latent representations.
Node2vec [7] also adopts SkipGram model, but combines two strategies, DFS
and BFS, to choose the context of nodes. In addition, a semi-supervised embed-
ding model SDNE [28] employs deep encoder to preserve local structure. A fast
network embedding method NEU [31] is developed by implicitly approximating
higher order proximities.

Besides topology structure, nodes in networks are often attached with
attribute or content information. Therefore, CANE [26], TADW [32] and LANE
[10] are proposed to represent networks by integrating content information of
nodes. In addition, HOPE [20] preserves high order proximity and asymmetrical
transmission information of large-scale directed networks. What is more, some
embedding methods such as matapath2vec [6], aims to represent heterogeneous
networks. M-NMF [29] learns microscopic structure and mesoscopic community
structure of networks simultaneously by using a joint nonnegative matrix fac-
torization framework. It exerts a good effect on networks with community struc-
tures. However, when the target network contains bipartite structure or other
general structures, M-NMF might perform poorly in analysis tasks due to the
lack of mesoscopic structure.

3 GS-NMF': General Structure Preserving Network
Embedding

In this section, we present the details of GS-NMF'. First we provide some nota-
tions that will be used in our paper. Suppose that there is a set of vertices V and
a set of edges E constructing a network G(V, E), which contains n nodes and e
edges. A = [A;;] € R"*" represents the binary adjacency matrix of a network.
The goal of GS-NMF is to embed a network A € R™ " into low-dimensional
space U € R™*™ in which m(m < n) is the dimension of new representation.

3.1 M-NMF Model

First, we briefly introduce the preliminary work M-NMF [29]. It adopts the
matrix form to represent modularity function [18], which measures the quality
of community partitioning. Community structure and microscopic structure are
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integrated into a joint nonnegative matrix factorization framework to perform
network embedding. The objective function is:

M,U
st. M>0,U>0,H>0,C>0,tr(H H) = n.

migCHS—MUT|\%+a||H—UCT||%—5tr(HTBH),
o (1)

Where S € R™*" represents the similarity matrix which capture the first-order
and second-order proximity, M € R™ ™ is a nonnegative auxiliary matrix,
C € RF*™ is regarded as the new representation of k classes. H indicates the
community membership of each node. The element of modularity matrix B is
calculated by B;; = A — d;ij, where d; represents the degree of the node i.
Hence, the modularity of a network partition can be represented as

1 d;d;
Q= Z(Aij — = )hih; =

2e
ij

1
4e

H”BH = tr(H'BH). 2)

Where h; is the community indicator of node 4. Thus, maximizing Q is equivalent
to minimize the third term in Eq. (1). According to the second term of Eq. (1),
UCT is expected to approach H as closely as possible to learn the community
indicator information contained in matrix H. Therefore, M-NMF achieves the
purpose of preserving community structures and microscopic structures by the
learning of U, which is simultaneously reflected by S and H. However, when net-
works contain other general structures, M-NMF might behave poorly on account
of the limitation of modularity function.

3.2 GS-NMF Model

In order to overcome the limitation of M-NMF that only detects community
structures, we propose GS-NMF which is capable of integrating the topology
structure and the general structure of networks. Inspired by the previous studies
[21], we find that nonnegative matrix tri-factorization can exert a great effect
on discovering the general structure. In the process of factorization, it can learn
class indicator matrix and inter-class relation matrix simultaneously, where the
latter represents the probability of interaction between two classes. We find the
inter-class relation matrix has the similar significance as the block matrix in
stochastic block models [24]. Both methods detect general structure of networks
by learning patterns of interactions between classes. Therefore, based on tri-
factorization, we propose an objective function to capture general structure,
such that

min ||[A - FVFT||%2 st. F>0,V>0. (3)

Where F € R™** represents the class membership matrix, the value of each
element indicates the probability of a node belonging to a given class, and &
is the number of classes. V. € RF** represents the inter-class relation matrix
which reveals the relationship between two classes. Each element V;; indicates
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the strength of association between class ¢ and class j. For networks with com-
munity structures, the nodes within the same class are closely connected and
nodes are sparsely connected in different classes. As a result, the elements of
main diagonal in matrix V are usually larger than the other elements. When
networks contain bipartite structures, the patterns of connection are opposite of
community structures. Therefore, the elements of vice diagonal in matrix V tend
to be larger than others. As for networks which contain other general structures,
the relational patterns between classes can also be captured by V. Therefore,
the objective function of Eq. (1) has been changed as follows:

: _ T2 _ T2 _ T2
i I8 = MU + ol[F — UCTIf 454~ FVETIE

st. M>0,U>0,F>0,C>0,V>0.

Where S is defined by the signal propagation method [9], in which each
node of networks is regarded as a function of receiving and transmitting signals.
The process of transmitting can be expressed as S = (I + A)T, where I is the
identity matrix, 7" indicates the number of transmitting. Therefore, each element
S;; stores the number of shortest path between nodes ¢ and j. Thus, T-order
proximity is preserved in matrix S which effectively capture high-order structural
information.

4 Alternating Optimization

The above objective function is a nonconvex problem. Following the previous
work of NMF [2], we use ADMM (Alternating Direction Method of Multipliers)
framework to optimize the objective function. By fixing other parameters, we
separate the optimization process of Eq. (4) into five subproblems respectively.
Then we optimize the solution of subproblems by gradient descent to approx-
imate to global optimal and obtain the updating rules of M, U, F, C and V.
First, we solve the problem of M with U fixed in ||S — MUT||%. Then, according
to the method proposed in [12], the updating rule of M is

SU

M—MQ ————.
— ® MUTO (5)

With M, F, C fixed in joint NMF problem ||S — MU7T||% +of|F — UCT||2,
the updating rule of U is,

STM + oFC ©)
UMM + oCTC)’

U—~U®

We fix U and F in |[|F — UCT||% then acquire the updating rule of C,

FI'U
C<—C®m- (7)
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We adopt Lagrange multiplier method and the Karush-Kuhn-Tucker condi-

tions to solve the problem of V in [|[A — FVFT||2, so we have
FTAF

V—V® . 8

= VO FTFVFIF ®)

Similarly, as for the problem of F, we also adopt Lagrange multiplier method
and KKT conditions on «|[F — UCT||% + B||A — FVFT||%,, then we receive

aUCT + BAFVT + BATFV ()
oF 4+ BFVFTFVT 4+ BGFVTFTFV’

F—F®

5 Initialization

It is widely accepted that the result of nonnegative matrix factorization is heavily
affected by initial values of matrices. If unknown matrices are initialized with
random values, the result often reaches a local optimal instead of global optimal.
Maximum entropy initialization, adopted in EM algorithm [30] to avoid the local
optimal is employed to initialize M, U, C and V. As we know, entropy increases
with the uncertainty of initial value growing. Hence, for each matrix, we set
their initial values with only a slight difference. This method effectively avoid
the instability due to random initialization.

To obtain an appropriate initial value for F, we adopt the idea of K-Rank-D
[13] to extract k columns from S. In detail, we select k columns with the first k&
largest comprehensive values, which characterizes the PageRank importance of
nodes in a network as well as the distance between nodes with larger centralities.
The comprehensive value is defined as CV (i) = p;6 /(max"_, (p;) max!, (3)), p;
indicates the PageRank centrality vector of node ¢ which is calculated by the
power method, and ¢ is the dispersion of i to other nodes with higher PageRank
centrality by §; = min;.,j>pi(di;), d;; is the distance between node i and j.

6 Experiments and Results

6.1 Datasets

In order to compare the effectiveness among different methods, we apply four
groups of real networks with different kinds of general structures, including
clear community structure, bipartite structure, mixture structure and unclear
community structure. The first group consists of Zachary Karate club network
(Karate) [34], American college Football network (Football) [19], American polit-
ical Books network! (Book) and co-appearance network of characters in the novel
Les Miserables (Lesmis) [11]. The second group contains adjective-noun network
(Adjnoun) [17] and southern women’s activity network (Women) [5]. As for the
third group, we use WebKB that contains webpages collected from computer

! http://www.orgnet.com.
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Table 1. Dataset overview.

Network Node | Edge | #class
Karate 34 78 | 2
Football 115 | 613 | 2
Lesmis 77| 254 |11
Book 105 | 441 | 3
Adjnoun 112 | 425 | 2
Women 32 89 | 2
Cornell 195 | 283 | 5
Texas 187 | 289 | 5
Washington | 230 | 366 | 5
Wisconsin 265 | 469 | 5
Cora 2708 | 5278 | 5
Citeseer 3312 | 4560 | 6

science departments of four universities?. They are Cornell, Texas, Washington
and Wisconsin. The last group of networks includes citation networks Cora [14]
and Citeseer [15]. The property of datasets are showed in Table 1.

6.2 Baselines and Experimental Settings

We take several baselines into consideration to demonstrate the effectiveness of
GS-NMF algorithm. And we adopt two commonly used accuracy metric, NMI
and PWF [33], to evaluate the performance of methods.

DeepWalk [22]. DeepWalk performs random walks over networks and employs
Skip-Gram model to learn new representations. The parameters are set as win-
dow size w=10, walk length t=40, walks per node r=40.

LINE [25]. We learn LINEI and LINE2 separately which preserve first-order
and second-order proximity. Meanwhile, we set the number of negative samples
as 5 and the starting value of learning rate as 0.025.

Node2vec [7]. It extends DeepWalk mainly in the choice of context nodes. We
set window size w, walk length ¢ and walks per node r the same as DeepWalk.
Then we employ grid search on p and ¢ and report the best results.

GraRep [3]. GraRep captures high-order proximity of a network and learn spe-
cific representation by SVD. We set the maximum transition step size be 5.

DNGR [4]. In DNGR, we also set the maximum transition step size as 5. Addi-
tionally, the neural networks for all datasets consist of 3 layers with the exception
of Cora and Citeseer which consist of 4 layers.

2 http://lings.cs.umd.edu/projects/projects/Ibc/.
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M-NMF [29]. Tt learns new representation based on a joint nonnegative
matrix factorization. Also we employ the grid search over parameters «, 3 €
{0.1,0.5,1,5,10} and select the best one.

In GS-NMF, o and (3 are set in the same way as M-NMF to adjust the weight
of general structure. We set the order of signal propagation 7T=3 as [9].

6.3 Node Clustering

We use newly generated representations of the compared methods to perform
node clustering. The dimension of new representation is set as 20 for the first 10
networks with small scales in Table 1. As for Cora and Citeseer, we set m = 100.
We apply Kmeans to conduct node clustering. Due to the sensitivity of Kmeans
to initial values, we repeat algorithm 10 times and report mean and standard
deviation of NMI and PWF in Tables2 and 3, respectively.

Table 2. NMI of clustering in real networks

Deepwalk | LINE1 |LINE2 |Node2vec|GraRep DNGR |M-NMF | GS-NMF
Karate 0.8364 0.3159 [0.9311 |0.9677 1.0000 |1.0000 |0.7009 1.0000
(0.0000) |(0.2331)|(0.2526) |(0.0975) |(0.0000)|(0.0000)|(0.3406) (0.0000)
Football 0.8922 0.8869 |0.8907 0.8980 0.9104 0.8945 |0.9185 |0.9306
(0.0239) |(0.0275)|(0.0236) |(0.0225) |(0.0152) |(0.0337) |(0.0050) (0.0089)

Lesmis 0.8107 [0.7530 |0.7453 |0.8108  (0.7714 0.7792 |0.7828 0.8258
(0.0275) |(0.0338)| (0.0266) |(0.0208) |(0.0197) |(0.0097) |(0.0164) (0.0250)
Book 0.5583  (0.3366 |0.5455 |0.5774 (0.5312 |0.5296 0.4192 |0.5921

(0.0196) |(0.0815)((0.0367) |(0.0222) |(0.0000) |(0.0445) |(0.1019)(0.0096)
Adjnoun  |0.0047  |0.0037 |0.2164 |0.0247 |0.4703 [0.0039 |0.0342 |0.5108
(0.0064) |(0.0041)|(0.0916) |(0.0000) |(0.0000) |(0.0038) |(0.0391)(0.0196)
Women  |0.0109 |0.0014 |0.9119 |0.0067 |1.0000 [0.0193 |0.5589 |1.0000
(0.0021) |(0.0020)|(0.2000) |(0.0088) |(0.0000) (0.0165) |(0.3069) (0.0000)
Cornell 0.0596  10.0596 |0.1118 [0.0771 |0.0822 |0.0693 |0.1098 |0.1448
(0.0167) |(0.0160)|(0.0141) |(0.0105) |(0.0185) |(0.0062) |(0.0143)|(0.0290)
Texas 0.0611 10.0606 |0.1873 [0.1113 |0.1203 |0.0614 |0.1965 |0.2097
(0.0198) |(0.0221)((0.0249) |(0.0274) |(0.0111) |(0.0030) |(0.0168)(0.0548)
Washington|0.0648  |0.0432 |0.2088 [0.1328 |0.0621 |0.0406 |0.1658 |0.1818

(0.0152) |(0.0153)((0.0122)((0.0139) |(0.0174) |(0.0034) |(0.0219)|(0.0215)
Wisconsin  |0.0780  |0.0641 |0.0841 |0.0832 |0.0723 [0.0938 [0.0944 |0.1220
(0.0185) |(0.0206)|(0.0142) |(0.0166) |(0.0082) |(0.0066) |(0.0132)(0.0242)
Cora 0.3401  |0.1200 |0.1854 [0.4198 |0.4241 [0.4150 |0.1020 |0.2439

(0.0587) |(0.0333)((0.0144) {(0.0199) |(0.0105)|(0.0321) |(0.0357)|(0.0691)
Citeseer  |0.1541  [0.0396 |0.0671 |0.2204 |0.2366 |0.2249 |0.0838 0.1420

(0.0161) |(0.0098)|(0.0128) |(0.0211) |(0.0086)|(0.0187) |(0.0132)(0.0412)
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Table 3. PWF of clustering in real networks

Deepwalk |[LINE1 |LINE2 |Node2vec|GraRep [DNGR |M-NMF| GS-NMF
Karate 0.9399 0.6800 |0.9651 |0.9883 1.0000 |1.0000 |0.8513 |1.0000
(0.0000) |(0.1126)|(0.1256) |(0.0353) |(0.0000)|(0.0000)|(0.1670) (0.0000)
Football 0.8174 0.7992 |0.8209 |0.8343 0.8715 ]0.8313 |0.8807 |0.8960
(0.0612) |(0.0718)|(0.0558) |(0.0592) |(0.0373) |(0.0773) |(0.0370)|(0.0230)

Lesmis 0.6922 10.6024 |0.6187 [0.7079  |0.6494 |0.6645 0.6792 |0.7206
(0.0482) |(0.0566) (0.0471) |(0.0380) |(0.0302) |(0.0247) |(0.0294) (0.0324)
Book 0.7644  (0.5797 [0.7595 |0.7974 [0.7594 |0.7308 |0.6518 |0.7602

(0.0374) |(0.0648)|(0.0330) |(0.0216) |(0.0000) |(0.0362) |(0.0758) (0.0207)
Adjnoun  |0.5362  |0.5104 |0.6336 |0.5433 |0.7780 |0.5003 |0.6056 |0.7877
(0.0359) |(0.0259)|(0.0568) |(0.0000) |(0.0000) |(0.0071) |(0.0363)(0.0123)
Women  |0.4924 |0.5308 |0.9570 |0.4769 |1.0000 |0.4866 |0.7519 |1.0000
(0.0392) |(0.0537)((0.0990) |(0.0071) |(0.0000) (0.0130) |(0.1740)|(0.0000)
Cornell 0.3416  |0.3323 [0.3586 |0.3498 |0.3246 |0.3116 |0.3058 |0.3964
(0.0363) |(0.0274)|(0.0079) |(0.0291) |(0.0116) |(0.0116) |(0.0185)(0.0340)
Texas 0.4680 10.4480 [0.5259 |0.5067 |0.4566 |0.4316 |0.4453 [0.5751
(0.0260) |(0.0303)((0.0129) |(0.0229) |(0.0428) |(0.0105) |(0.0377)|(0.0389)
Washington|0.4094  |0.4070 |0.5198 |0.4724  |0.3893 |0.3579 |0.4048 |0.5045

(0.0318) |(0.0336)|(0.0257)((0.0146) |(0.0179) |(0.0375) |(0.0522)|(0.0280)
Wisconsin 0.3922  |0.3801 |0.3606 |0.3599  |0.3293 |0.3336 |0.3701 |0.3941
(0.0305) |(0.0336)|(0.0163) |(0.0319) |(0.0165) |(0.0241) |(0.0227)|(0.0494)
Cora 04129 0.2861 |0.2555 [0.4565 |0.4619 [0.4220 |0.3024 [0.3400

(0.0466) |(0.0175)((0.0102) |(0.0251) |(0.0163)|(0.0412) |(0.0091) (0.0542)
Citeseer  |0.3050 |0.2679 0.2199 |0.3378 [0.3292 |0.3157 |0.3002 0.3065

(0.0111) |(0.0156)|(0.0168) |(0.0119) |(0.0059) |(0.0132) |(0.0014)|(0.0169)

From Tables 2 and 3, we conclude that GS-NMF achieves competitive results
on networks with community structure, even gains an advantage on most of the
results. As for the bipartite network, GS-NMF achieves high accuracy on Women
and reaches around 8% improvement on NMI of Adjnoun. For the dataset of
WebKB, our method still shows the best performance on most of them. The
results demonstrate the effectiveness of GS-NMF on networks with community
structure, mix structure, especially bipartite structure.

6.4 Node Classification

We also evaluate the performance of the network embedding methods on node
classification task. Since node classification is more meaningful on the networks
with unclear structure, we select the third and the last group of networks to
perform experiments. We set m = 100 for WebKB networks and m = 500 for
Cora and Citeseer. We apply LIBLINEAR package to train classifier and per-
form ten-fold cross-validation on new representation. We report the mean and
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standard deviation of PWF in Table4. It can be noticed from Table4 that our
approach shows competitive results except Texas and Cora. The experiments
further illustrate that GS-NMF has a certain ability to capture mixture struc-
tures and weak community structures in networks while effectively representing
these networks.

Table 4. PWF of classification in real networks

Deepwalk LINE1 |LINE2 |Node2vec|GraRep |[DNGR |M-NMF |GS-NMF

Cornell 0.3431  [0.2605 |0.3821 |0.4394 |0.4243 |0.3553 |0.4261 |0.4410
(0.0947) |(0.0741)|(0.0697)|(0.0935) [(0.1053) |(0.0973) (0.0953)|(0.1129)
Texas 0.4850  [0.3710 |0.5895 |0.5570 |0.6034 |0.5610 |0.5909 |(0.5948)

(0.1200) [(0.0891)((0.1535)|(0.1275) |(0.1142) (0.2005)|(0.1016)|(0.1219))
Washington|0.4291  [0.2703 0.4384 |0.4716 |0.4667 |0.3916 |0.5059 |0.5585
(0.0991) |(0.0645)|(0.1038)[(0.1073) [(0.1061) |(0.0591)(0.1079)|(0.1095)
Wisconsin |0.3896  |0.2759 |0.3968 |0.4410 |0.4529 |0.4186 |0.4732 |0.4778
(0.0837) |(0.0497)|(0.0847)[(0.1146) [(0.0920) |(0.0701) (0.0988)|(0.0909)
Cora 0.6793  [0.6962 |0.5847 |0.7069 |0.6866 |0.7217 |0.6619 |0.7373
(0.0331) [(0.0336)((0.0348)(0.0425) |(0.0327) |(0.0385)|(0.0329)|(0.0349)
Citeseer  |0.4113  [0.4434 |0.3401 |0.5106 |0.3863 |0.4093 |0.4486 |0.4905
(0.0264) {(0.0283)((0.0313)|(0.0325) |(0.0183) |(0.0344)(0.0300)|(0.0135)

6.5 Visualization

Another important application of network embedding is visualization, which
visualize a network on two-dimensional space and help to evaluate the quality of
embedding. The new representations of nodes are served as features to feed into
t-SNE tool [16]. We mark the same color on the points belonging to the same
class. Therefore, a good visualization result is more discriminative and easier to
recognize different classes. Here we use Adjnoun network as example and show
its results in Fig. 1. We only select several methods to display for the constraints
of space. It is clear that the visualization from first two figures show unclear
results and the points from different class mixed with each other. Obviously, the
visualization of GS-NMF performs better in these methods.

(a) LINE2 (b) GraRep (¢) GS-NMF

Fig. 1. t-SNE 2D representations on Adjnoun.
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6.6 Parameter Analysis

GS-NMF has two parameters: « and 8 € {0.1,0.5,1,5,10}. We employ grid
search and select a group of o and 3 with the best performance. Here we only
adopt Lesmis as example because the effects of parameters in other networks
show similar trends. We perform node clustering on new representation. The
results are showed in Fig. 2. As we can see, the results with different parameters
setting are relatively stable, which just vary within a certain range, even the
worst results still reflect a good performance.

o 1 l o 1
50.8;9—\ . 508
%06 S0.6%
[&} o
5 0.4 5 0.4
=02 =0.2 ——a=5
o a=10
0 0
0 2 4 6 8 10 0 2 4 6 8 10
B B

Fig. 2. The effect of @ and 8 on Lesmis

7 Conclusion and Future Work

GS-NMF is a network embedding method which preserve network microscopic
topology structure and diverse mesoscopic-general structures such as community
structures, bipartite structures, etc. Based on nonnegative matrix factorization
model, we define a joint objective function, which performs general structure
discovery and network embedding simultaneously. Experimental results on node
clustering, node classification and visualization verify the effectiveness of our
model in representing networks with different structures. Usually, NMF requires
high space and time complexities, This limits its the applicability on large-scale
networks. Some existing works propose efficient updating rules to speed up the
convergence [35]. Alternatively, as claimed in previous work [8], adding samples
step by step instead of keeping entire dataset remained in memory during whole
optimization is expected to reduce space occupancy. Giving s good strategy to
alleviate the space and the time complexity will be our future concerns.
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Abstract. Rub-impact faults condition monitoring is a challenging problem
due to the complexity in vibration signal of rub-impact faults. These com-
plexities make it hard to use traditional time- and frequency-domain analysis.
Recently, various time-frequency analysis approaches namely empirical mode
decomposition (EMD) and ensemble EMD (EEMD) have been used for rubbing
fault diagnosis. However, traditional EMD suffers from “mode-mixing” prob-
lems that cause difficulty to find physically meaningful intrinsic mode functions
(IMF) for feature extraction. We propose an intelligent rub-impact fault diag-
nosis scheme using a genetic algorithm (GA)-based meaningful IMF selection
technique for EEMD and diverse features extraction models. First, the acquired
signal is adaptively decomposed into a series of IMFs by EEMD that correspond
to different frequency bands of the original signal. Then, a GA search using a
new fitness function, which combines the mean-peak ratio (MPR) of rub impact
and mutual information (MI)-based similarity measure, is applied to select the
meaningful IMF components. The designed fitness function ensures the selec-
tion of discriminative IMFs which carry the explicit information about rubbing
faults. Those selected IMFs are utilized for extracting fault features, which are
further employed with k-nearest neighbor (k-NN) classifier for fault diagnosis.
The obtained results show that the proposed methodology efficiently selects
discriminant signal-dominant IMFs, and the presented diverse feature models
achieve high classification accuracy for rub-impact faults diagnosis.
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1 Introduction

Rubbing between the rotor and stationary components in rotating machines, such as
wind turbines, pumps, and induction motors is a common phenomenon [1, 2]. The
rubbing occurs whenever the rotor interacts with the stationary components due to
faults, for instance, misalignment, self-excited vibrations, and shaft imbalance [2]. If
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these faults are not detected in the initial stage, rubbing can cause severe malfunctions
that could lead to a catastrophic downtime and costly maintenance. Thus, detecting
onset rubbing faults and determining the intensity of the rub-impact fault are the critical
issue in rotating machinery fault diagnosis.

Rubbing faults are highly non-stationary and nonlinear faults [1, 3], which cause a
lot of impacts in the signal. Traditional signal processing methods based on time-
domain and frequency-domain analysis are inept to capture transient phenomena of
rubbing process due to inherent constraints in these techniques and the way they
process a non-stationary and nonlinear signal with globally linear assumptions.

To overcome the non-linearity and non-stationary constraints in rubbing fault
diagnosis, various time-frequency signal processing methods, such as short-time
Fourier transform (STFT), wavelet transform (WT), and empirical mode decomposition
(EMD), have been used in rubbing fault diagnosis [4, 5]. Huang et al. introduced
another state-of-the-art time-frequency analysis technique, which is called empirical
mode decomposition (EMD) [6].

However, the traditional EMD method has some limitations, which may cause
problems while this method is applied for fault diagnosis purposes. Specifically, the
abnormal presence of dissimilar oscillations in one IMF, or the presence of similar
oscillations in multiple IMFs can be observed in conventional EMD. This phenomenon
is called the “mode-mixing” problem that causes difficulty to obtain a clear physical
interpretation of each IMF, which is necessary for fault diagnosis purposes. The variant
of EMD is called ensemble EMD (EEMD), which successfully resolves the “mode-
mixing” problem by applying EMD over an ensemble of the signal with the additive
white noise [7]. Another critical issue in EEMD or EMD is to find the informative IMF
set, which is noiseless, and contain explicit and informative information about the
mechanical faults, such as rubbing phenomena in rotating machinery.

To address the above shortcomings in the existing EMD-based diagnosis methods,
we propose an intelligent rub-impact fault diagnosis methodology using GA-based
most meaningful IMFs selection procedure in EEMD and hybrid feature extraction
process from selected components. As EEMD generates a finite set of IMFs, it is
essential to decide which subset contains essential information about rubbing defect. In
practices, all the IMFs components are not equally important for fault diagnosis, and
these can be either signal dominant or noise dominant. Thus, it is essential to select the
discriminative IMFs set, which is useful for fault features extraction and allow to
perform the diagnosis of rubbing faults with high accuracy. To use GA [8] for selecting
autonomously a set of signal-dominant and relevant to rubbing faults IMFs, a new
fitness function which utilizes the ratio of the mean-peak ratio (MPR) of rub impact and
mutual information (MI)—a statistical similarity metric [9]—is introduced in this
study. Finally, various features [10] which are stemmed from time-domain, are
extracted directly from the reconstructed signal of the selected IMFs, and frequency-
domain features calculated from envelope power spectrum (EPS) [11] of this signal.
Since this reconstrued signal is a clear rubbing fault signal, our diverse feature models
distinctly represent rub-impact fault conditions, and this feature vector is further uti-
lized with a state-of-art classifie—=k-nearest neighbors (k-NN) [12]—to classify rub-
bing faults at various intensities. The efficacy of the proposed scheme is validated using
data collected from benchmark rub-impact faults simulator.
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The remaining sections are outlined as follows. An intelligent rub-impact fault
diagnosis methodology in Sect. 2. Experiment results and relevant discussions are
given in Sect. 3. Finally, Sect. 4 concludes this paper.

2 Proposed Methodology of Rub-Impact Fault Diagnosis

Figure 1 presents an intelligent rub-impact fault diagnosis scheme that used in this
paper. As depicted in Fig. 1, the proposed methodology consists of three major steps:
namely ensemble EMD (EEMD)-based signal preprocessing and GA-based IMF
selection with an appropriate fitness function, feature extraction, and fault
classification.
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Fig. 1. An intelligent rub-impact fault diagnosis scheme including GA-based IMF section

2.1 Effectiveness of Ensemble Empirical Mode Decomposition (EEMD)

In this subsection, we describe the effectiveness of EEMD over traditional EMD.
EEMD is noise assisted signal analysis method that solves the “mode mixing” problem
by applying a uniformly distributed reference frame using the white Gaussian noise in
the input signal [7, 8]. More ensemble in the average will improve confidence of EMD
results; the only persistent part of the signal is the true and physically meaningful IMFs.

Figure 2 shows the result of extracted IMFs that obtained by the traditional EMD
and EEMD for an original 2.8 g rub-impact signal. According to result in Fig. 2, it can
be seen EMD fails to obtain sufficient numbers of IMFs, and IMF 9 and IMF 10 show a
very similar oscillation. On the other hand, EEMD solves this mode-mixing problem
where the IMFs containing the same frequency bands are extracted in different order for
various groups of signals.
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Fig. 2. Decomposed IMFs of a one-second original rubbing signal by (a) EMD and (b) EEMD.

2.2 Meaningful IMF Selection Using GA with a New Fitness Function

This paper applies GA for discriminant IMF subset selection. GA provides a good
tradeoff between the quality of selected IMFs subset and the computational complexity
[8]. The GA is used to produce a high-quality solution in optimization problems based
on natural selection, which works with specific discrete steps namely problem repre-
sentation (encoding), parent selection, crossover, mutation, and replacement.

In the proposed GA-based IMF selection, we generate initial population using the
binary encoding scheme, and the length of each chromosome is equivalent to the
number of initially extracted IMFs, and each chromosome represents a set of zeros and
ones, where one is assigned for randomly selected oscillating components, and zeros
are assigned to not selected IMFs. For instance, the chromosome of view
001000000100000000 means, which the 3™ and 10" IMFs are selected in the current
solution. The uniform crossover and one-point mutation are chosen to reduce the
change of separating the closely located genes in selected parent chromosome during
the recombination process.

In this paper, we use a total of 2000 generations. In each generation, 50 offspring
are created, and 50 chromosomes with the worst-valued fitness function in the popu-
lation are replaced with those newly generated. These parameters are defined experi-
mentally in which system performance is high. One of the significant tasks is to
evaluate each subset with an appropriate fitness function in GA optimization for
selecting the best IMF subset. To define a fitness, we carefully analyze the rubbing
phenomena that include the ratio of the mean-peak ratio (MPR) of rub impact in each
IMF to mutual information (MI), a statistical similarity metric, among IMFs.

MPR quantifies the degree of defective of rub-impact by taking the ratio between
the sum of peak values of fundamental frequencies (FF) and its fractional, and the
average power of the spectral values of the EPS. To ensure that MPR evaluation metric
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can provide informative and most meaningful IMFs, the essential FF frequencies and
their harmonics were defined based on various studies about rubbing processes and are
as follows: 1/3X, 1/2X, 2/3X, 1X, 4/3X, and 3/2X. Once EPS can be calculated by [9],
the proposed MPR evaluation metric is defined to precisely quantify the fundamental
frequency (FF) and their harmonics in the EPS signal as follows,

i:(FFi—Ap)/Ap] (dB) (1)

i=1

MPR = IOZOgl()

where n represents the number of FF (e.g., n = 3 in this study) and A, defines the
average power of the spectral components.
The next step is to reconstruct the signal using selected components as follows:

Xree(t) = EN: IMF,. (2)

MPR is now ready, so our next step is to define MI since fitness function is the
combined effect of both MPR and MI. Once, the reconstructed signal is obtained, we
use the mutual information (MI) in this paper, which is commonly used information
theoretic-based similarity measures between probability density functions (PDFs) [8,
9]. The main idea to use such a similarity measure is to find discriminant IMFs and
penalize similar and noise-dominant IMFs. Let say, x(¢) and x,..(t) are two random
variables, MI is calculated as follows [9],

p(x(1), IMF (1))
p(x())p(IMF(1))

where p(x(t)) and p(IMF(t)) represent the marginal PDFs, and p(x(r), IMF,(t)) are
the joint PDF. Now MPR and MI are at hand; we define a fitness function in Eq. (4)
that is used by GA to select the best combination of IMFs for each group of signals:

MI(x(t); IMF (1) / / ), IMF,(1))log> (3)

fitness = MPR; /MI,. (4)

Note, this fitness function ensures that for whatever the number of IMFs included in
solution is assigned, the GA will find an optimal or relatively optimal solution.

2.3 Diverse Feature Extraction Models

Another main idea is to extract diverse features to represent rub-impact fault uniquely
that are used with k-NN classifier for higher accuracy for any rubbing fault diagnosis
application. As GA-based IMF selection process generates a set of the most informative
IMFs, this paper utilizes these selected IMFs for feature extraction. We extract most
widely used features [10] that are stemmed from various signal processing domains
such as time-domain and frequency-domain. Thus, we extract three time-domain fea-
tures such as root mean square (RMS), kurtosis value (KV), and skewness value (SK).
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Three frequency-domain, RMS frequency (RMSF), frequency standard deviation
(FSD), mean frequency (MF) that are well corroborated to represent rub-impact
uniquely.

3 Experiment Results and Discussion

To verify the effect of GA-based IMF selection for rubbing fault feature extraction and
its application on fault diagnosis are presented in this section.

A self-designed machinery simulator is used to conduct research on rub-impact
diagnosis, as can be seen in Fig. 3. To capture vibration data, most widely used two
general purpose displacement sensors (model 3300 XL NSv) are installed in the drive
end (DE) and non-drive end (NDE) respectively. In this study, the rub-impact fault is
simulated as a shaft imbalance by adjusting extra weights. In total, ten different weights
are added to the shaft, namely 0, 0.5, 1, 1.5, 1.6, 1.7, 1.8, 2, 2.4, and 2.8 grams (g).
Data recording was performed at a constant speed with 2580 RPM, and data sampling
rate was 56 Hz. A 59-s long signal is acquired for each weight. So, the created dataset
contains 590 signal samples in total. The training subset consists of 30 signals, whereas
the testing subset consists of 29 samples for each rubbing case.

Fig. 3. A self-designed testbed for recording rub-impact vibration signals for fault diagnosis.

Table 1 summaries the result of selected valuable IMFs of each signal class based
on GA with defined appropriate fitness function. To evaluate the efficacy of the pro-
posed framework in classifying rub-impact faults of rotor blades with different intensity
levels and confirm the advantages of the GA-based IMF selection process, we com-
pared our approach with the state-of-the-art technique that utilizes time-varying and
multiresolution envelope analysis for the optimal sub-band selection for further fault
feature extraction [11] with degree-of-defectiveness ratio (DDR) metrics. This method

Table 1. The most meaningful IMFs subsets selected by GA

Classes
Og 05¢g(10g |15g |16g |1.7g |18¢g|20g |24¢g(28¢g
Selected IMFs | 7, 8, 10|2,7,8 | 3,7,10|8,9,103,9,10/3,7,9 /3,7 |3,7,10/3,7 |2,7,10
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will be referred to as TVMR+DDR. Another approach for the comparison is a diverse
feature model directly applied to the raw vibration signal containing rubbing faults (is
referred to as RAW+DFEAT). The diagnosis accuracy is computed through the true
positive rate evaluation (TPR) and classification accuracy (CA) as in [11].

Table 2. Experimental results. STD, standard deviation; average classification accuracy (ACA)

Method | Average TPR (STD) (%) ACA
0g |05g|lg |15g|16g|17g |18g |20g|24g 28g|(TD)
Proposed | 98.28 [99.31 | 97.6 [97.93 |192.41|95 |96.38 |87.07 | 93.45|92.59 | 94.75
09 3.0) [(22) |(1.2) |(3.0) |(2.8) [(2.8) |(2.0) |(23) |(29) |(1.52)
TVMR | 94.31|88.45 | 98.97 |76.03 |91.72|83.79 | 94.66 | 96.72 | 85.69 | 91.03 | 90.13
+DDR | (3.0) [(5.9) |(3.3) [(2.6) |(5.8) |(3.7) | (4.5 |[(4.5) |(8.6) |(7.4) |(6.10)
RAW 4690 |88.45 | 64.14 |92.41 |91.72|67.59 | 83.28 | 86.55 | 80.86 |91.03 | 79.29
+FEAT [(7.2) |(11.9)| (12.1) | (11.4) | (9.1) | (11.8)] (10.8) | (12.0)| (5.6) | (6.9) |(8.15)

Table 2 presents the experimental results, in which the proposed rub-impact fault
diagnosis method using EEMD and GA-based IMF selection outperforms the refer-
enced methods in terms of the average CA with the value of 94.75% achieved over 20
experiments. An interesting observation is that the average TPR values of the proposed
method are above the value of 87%, and the standard deviations (STD) of TPR values
for the proposed method do not exceed 3%, whereas referenced models suffer from as
low as 76.03% with TVMR+DDR and 64.14% with RAW+DFEAT.

In addition, Fig. 4 presents the confusion matrices of the proposed and referenced
methods. According to results in Fig. 4, the proposed method in Fig. 4(c) correctly
identifies all fault types with a very low miss-classification rate in comparison with its
counterparts, RAW+DFEAT in Fig. 4(a) and TVMR+DDR in Fig. 4(b).
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4 Conclusions

This paper proposed an intelligent rub-impact fault diagnosis algorithm based on GA-
based IMF selection in EEMD and heterogonous feature extraction models. The pro-
posed algorithm addresses the problem of selecting proper and meaningful IMFs for
rub-impact fault diagnosis. First, EEMD was applied to generate well-behaved and
well-separated IMFs and to lessen the effect of the “mode-mixing” problem of tradi-
tional EMD algorithm. Second, the meaningful signal-dominant IMFs were selected
using GA with the developed fitness function employing the new MPR evaluation
method and MI distance metric. Selected IMFs were utilized for feature extraction that
is further applied with a k-NN classifier for diagnosis. The results demonstrated that the
proposed approach outperforms its referenced methods regarding TPR and classifica-
tion accuracy.
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Abstract. For describing the complete state of complex environments
with multiple mobile and autonomous agents, spatial layer models (SLM)
are popular data structures. These models consist of several planes
describing the spatial structure of selected features. Those SLM can
directly be used for deep reinforcement learning tasks. However, detect-
ing anomalies in such SLM poses two major challenges: the state space
explosion in such settings and the spatial relations between the features.
In this paper, we present a method for anomaly detection in SLM which
solves both challenges by first extracting significant sub-patterns from
training data and storing them in a dictionary. Afterwards, the entries
of this dictionary are used for reconstructing SLM, which have to be val-
idated. The resulting covering rate is an indicator for the (ab)normality
of the given SLM. We show the applicability of our approach for a sim-
ple multi-agent scenario, and more complex smart factory scenarios with
autonomous agents.

Keywords: Anomaly detection + Autonomous agents * Spatial data

1 Introduction

Spatial layer model (SLM) are commonly used to describe the current over-all
state of a single/multi-agent setting, e.g., the agents’ positions, and the envi-
ronment they are interacting with [2,6,8]. For doing this, features are defined
and spatially represented in relation to the surface area. A set of such feature
planes is similar to a multi-channel image. The resulting SLM are then used
as input for convolutional neural networks (CNN) for deep reinforcement learn-
ing tasks [5]. The advantage of this state representation is that it preserves
the spatial relations between the features (e.g., self/all/opponent agent, obsta-
cles, etc.). However, new challenges for anomaly detection arise: First, since the
agents can move almost freely within their environment, the state space becomes
intractable, which is known as state space explosion. As a consequence, classical
anomaly detection approaches are overstrained. Instead, a method is required,
which first reduces the state space, and then enables reliable anomaly detection
within this reduced state space. Second, since SLM are used for state description
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while preserving spatial relations between different features, these spatial rela-
tions need to be retained by the anomaly detection approach. Accordingly, we
present in this paper an anomaly detection approach for SLM, which is able to
handle both challenges. For doing this, we will transfer the approach presented
in [4], which addresses the challenge of state explosion for trajectories (1D lines)
to SLM (2D surface areas). We use two multi-agent settings to show that suit-
able sub-pattern dictionaries can be built to allow the validation of SLM before
inputting them into CNN.

2 Related Work

Pimentel et al. provide in [7] an exhaustive review of existing novelty detection
methods, which can be used to detect data deviating significantly from the data
used for training. In general, every anomaly detection approach can be classified
according to the technical strategy (probabilistic, distance-based, etc.), and the
data to which it can be applied (high-dimensional data, time-series, images, etc.).
However, to the best of our knowledge, there exists no approach in the literature
so far, which handles both challenges — state space explosion and spatial data
—, which arise in settings with mobile and autonomous agents. Kiermeier et al.
address in [4] the state space explosion problem for trajectory data. In contrast
to SLM, trajectories are 1D lines. For 2D surface areas of SLM, however, the
approach of [4] is not directly applicable, but has to be modified.

3 Anomaly Detection in Spatial Layer Models

In this section, the basic concepts and methodologies for anomaly detection in
SLM are introduced.

3.1 Spatial Layer Model

In [2,6,8] the idea of using SLM to represent the state of a multi-agent systems
is introduced. By using this representation spatial relations between features are
preserved. A simple example for such a SLM is visualized in Fig. 1a. The general
structure for the considered simple multi-agent setting is to mark obstacles in the
undermost plane, which have to be circumvented by the agents. For each agent in
the system a further plane is set on top for recording its current position. In the
concrete case three agents (feature planes 2 — 4) are moving in an environment.
The environment is represented by a 4x4 grid and contains one obstacle (feature
plane 1). In this case one-hot encoding is used, i.e., each grid cell is either 1
or 0. Accordingly, positions of obstacles or agents are described by setting the
value of the corresponding grid cell to 1 (marked in red in Fig. 1a). In contrast,
a possible SLM in a smart factory scenario, where the agents have to work-off
a task list by moving to the corresponding machines, could be more complex.
Here, features are the positions and types of machines, the agents’ states, and
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Fig. 1. Example for a SLM and a result of the anomaly detection procedure. (Color
figure online)

for each machine the positions (and numbers) of agents inquiring it (see [6] for
more details). In this scenario, the feature values are not limited to {0,1}, but
to N. The machine inquiries or agents’ states are aggregated. This means, that
if a machine is inquired by four agents, for example, the corresponding grid cell
is set to 4. In this case, the state space increases even more, since the number of
possible states increases.

3.2 Anomaly Detection Using Sub-Pattern Dictionary

The idea of the anomaly detection method presented in [4] is to model the
huge state space of an autonomous agent setting by combining sub-patterns.
Therefore, significant sub-patterns are extracted from training data and stored
in a dictionary. The (ab)normality of data can then be assessed by the degree
of which the data can be reconstructed by the dictionary entries. In case of
trajectory data the sub-paths can be extracted using pathlet learning [1]. The
idea is to find the “optimal” decomposition for each trajectory such that we get
a compact sub-path dictionary, which can represent all training data with as few
entries as possible. It has to be noted, that for 1D lines (trajectories), it is possible
to check all possible decompositions to find the “optimal” one. However, this is
infeasible for 2D surface areas of SLM. Accordingly, in the following we propose
to use recursive coordinate bisection (RCB) to decompose the spatial area (x-
/y-direction) of the SLM. RCB is a graph partitioning heuristic for recursively
dividing a domain into sub-domains [9]. In each recursion step the domain is
subdivided into two sub-domains by splitting the dimension with the longest
expansion. We will use this division procedure to approximate the “optimal”
decomposition of a SLM. To preserve the spatial relations, the SLM are only
partitioned regarding their spatial area (x-/y-direction), but not horizontally (z-
direction). The resulting partitions are candidate sub-patterns for the dictionary.
The advantage of RCB is that the division procedure can be represented by a
binary tree. For each recursion step, two children are added, which correspond
to the two sub-areas. To find the “optimal” decomposition, weights f(p) are
added to the tree for every partition. These weights are defined by a recursive
formulation of the original lower bound for pathlet learning [1]:
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(1)
" otherwise

[D(p)]”

where p; and py are the children of pattern p, D(p) the set of training samples
which contain p. Based on this, nodes/partitions are aggregated from bottom
to top, if A+ f(p1) + f(p2) > f(p). A can be seen as a penalty, which assures,
that we only decompose, if the two sub-partitions are clearly used more often,
thus being more suited as dictionary entries. Obviously, using RCB is quite
restrictive: It limits the set of candidates for the sub-patterns to those resulting
from bisecting the spatial area. Other possibly more meaningful sub-patterns are
left out. However, as we will show in Sect. 4, this partitioning heuristic suffices
for building adequate sub-pattern dictionaries. The advantage of RCB, being
fast and simple, outweighs this restriction clearly in this case.

f(p) = {min (ﬁ’)""f(pl) +f(P2))7 if p=p1Up2
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Fig. 2. Evaluation results for the simple multi-agent scenario.

3.3 Dictionary Optimization

We also propose an additional optimization step, which eliminates entries, which
are not absolutely required. For this, we reconstruct a set of test data, whereby
entries covering a large area are preferred for reconstruction. This way, entries
can be identified which are subsets of other ones, and therefore being obsolete.
In Sect. 4, we show in detail, that this optimization step reduces the dictionary
size once again, but without remarkable loss in quality. In addition, by preferring
entries covering a large area the reconstruction step becomes more efficient, since
the number of required sub-patterns decreases.

4 Evaluation

In this section we evaluate our approach for anomaly detection in SLM. We will
first have a look at a simple multi-agent scenario, which uses one-hot encoding
and then apply our approach to more complex smart factory scenarios. In each
case, the data is generated by simulation models, which generate valid states
according to the specifications.
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4.1 Simple Multi-agent Scenario

Following the setting of [2] we have generated SLM for a simple multi-agent sce-
nario. The environment is a 10 x 10 grid with two obstacles and three mobile and
autonomous agents. Agents can occupy the same grid cell, while grid cells with
obstacles cannot be occupied. An example for an invalid state, which should be
detected by the anomaly detection process, would be, if an agent is at an obsta-
cle’s position. For that, we need a suitable dictionary of sub-patterns. In Fig. 2
relevant performance indicators for the simple multi-agent scenario are plotted
(results of the optimized sub-pattern dictionary are denoted with (*)). Overall,
there are two parameters, which have to be adjusted correctly according to the
scenario specifications: the amount of training data, and the trade-off-parameter
A. For various combinations of them, the size of the resulting dictionary, the aver-
age covering rate when reconstructing 1000 test states, and the average number
of sub-patterns used for reconstructing a given SLM are shown. Based on this,
one can see, that for the given scenario, 20 training states are sufficient to get
an adequate average covering rate for the test data (0.99951). Less training data
does not produce a meaningful dictionary; more training data does not achieve
any significant increase in covering rate (see Fig.2b), but requires more com-
putation. Regarding A, in this case A = 0.01 is a good compromise between
efficiency (see Fig. 2c), and a compact dictionary (see Fig. 2a) while having good
covering rates (see Fig. 2b). In case of A > 0.1 the average covering rate drops to
0 independently of the amount of training data, as A+ f(p1) + f(p2) (see Eq.1)
becomes too large. Consequently, the nodes of the RCB tree are always com-
pletely aggregated when going from bottom to top for decomposition. Accord-
ingly, the resulting dictionary counsists of all (not decomposed) training states,
but no useful sub-patterns for reconstruction. For this scenario the optimization
step (see Sect. 3.3) reduces the dictionary size from 61 to 30 entries, when using
20 data samples for training and setting A = 0.01. Similar holds when using more
training data (see Fig.2a). On average, the dictionary size is reduced by about
40%, while the average covering rates stay nearly constant (see Fig.2b). This
shows, that the proposed optimization step can be used for making the anomaly
detection procedure more efficient without significant loss in quality. To illustrate
the identification of invalid SLM, we generated one-hot encoding random states.
In Figs. 1b and c one example state and the corresponding result of the anomaly
detection process are visualized. Overall, two anomalous sub-stacks are identified
(see Fig. 1¢). The sub-stacks are invalid, since the third agent (feature plane 4) is
at an obstacle’s position (feature plane 1). It is also remarkable, that for recon-
structing a given SLM from the test data, 18-22 sub-patterns are required on
average (see Fig. 2¢). This means that (dict. sizex # of replemt) = 3020 = 600
checks are required for reconstruction in the worst case. In contrast, taking
the naive way and checking every feature vector individually would result in
8% 100 = 800 checks, as there are 8 valid feature configurations in total. Accord-
ingly, by having spatially connected groups of feature vectors instead of sin-
gle feature vectors, the worst case complexity of the reconstruction/validation
step can be reduced. Besides the reconstructability, the occurrence of dictionary
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entries for the reconstruction can be observed. With that, one can assure that
there is, for example, always just one l-entry at each agent’s position feature
plane. As soon as a dictionary entry, which describes an agent’s position, is used
more than once for reconstruction, the anomaly detection procedure will report
this. For more details see [3], where sub-pattern (pathlet) occurrence is introduced
as monitoring feature when dealing with sub-pattern dictionaries for anomaly
detection.
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Fig. 3. Evaluation results for smart factory scenarios.

4.2 Smart Factory Scenarios

In this section, we want to show the applicability of our approach to smart
factory scenarios, which are complex multi-agent settings. The structure of SLM
describing the states of a smart factory is adapted from [6]. Overall, we evaluated
our approach on 4 different scenarios. The basic scenario is a manufacturing
plant with a surface area of 10 x 10 grids, where 5 machines are placed, and 8
agents are moving around working-off their tasks. Similar to the simple multi-
agent scenario in Sect. 4.1, in Fig. 3a—c the relevant performance indicators are
plotted, while in Fig.3d the covering rates are given in detail. It can be seen,
that using 200 training data and setting A = 0.001 results in a good trade-off
between dictionary size (see Fig. 3a) and efficiency (see Fig. 3¢c), while having high
covering rates anyway (see Fig. 3d). Again, the optimized dictionary variant can
be used without significant loss in quality. For the second scenario the number
of agents is doubled from 8 to 16. As shown in Fig. 3e, the number of training
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data has to be increased from 200 to 400 to get similar covering rates (see
middle rows of Fig.3e). This is because more sub-patterns are required now.
For example, the range of the feature values specifying the machine inquiries
may expand, since more agents in the smart factory are able to queue up at
the machines. In this case, the difference between SLM using one-hot encoding
and those without comes into effect. For different inquiry feature values different
sub-patterns have to be stored in the dictionary. In other words, the sub-pattern
dictionary is adjusted to specific scenarios — having also high machine inquiry
rates, or only less. As a consequence, a dictionary trained for a scenario with
low inquiry values, would alarm if suddenly much more agents are within the
smart factory, inquiring more machines, or if one machine breaks down, and
the corresponding inquiries dam. In this case, A should again be set to 0.001 to
achieve a good compromise between dictionary size (see upper rows of Fig. 3e)
and efficient reconstruction (see bottom rows Fig. 3e). In the third scenario, the
number of machines is doubled from 5 to 10. As shown in Fig. 3f, in this case,
the number of training states has to be increased significantly from 200 to 4000
(see upper rows of Fig.3f), while A can be left to 0.001. This change regarding
the amount of training data is because of the increasing number of the feature
planes from 10 to 15 due to doubling the number of machines. With this, the state
space grows. Accordingly, the amount of training data has to be increased, too,
to receive adequate covering rates for the test data (see middle of Fig. 3f). In the
fourth scenario the area of the smart factory is quadrupled from 10 x 10 =100 to
20 x 20=400. In this case, the number of training data can be even reduced from
200 to 100 while reaching similar covering rates for the test data (see middle of
Fig. 3g). A should, again, be set to 0.001, as already done in all previous scenarios.
In this scenario it is remarkable, that the dictionary size and the average number
of sub-patterns used for reconstruction increases only marginally compared to
the basic scenario, in spite of the quadrupled area (see upper and lower rows of
Fig. 3g). This indicates, that the sub-patterns have grown, too, and now cover
more area. This is possible, since the number of machines and agents in the smart
factory remain constant, while only the spaces between them become larger.
Accordingly, larger sub-patterns are learned, and the number of entries required
for reconstruction stays nearly constant. From an efficiency perspective, this
is an enormous advantage, since the number of sub-patterns does not increase
linearly with the area of the SLM. In addition, one can see, that independent of
the concrete scenario structure the proposed optimization step clearly reduces
the dictionary size, without meaningful loss in quality. On average, the number
of entries is again reduced by about 40%, while the average covering rate is
affected only marginally. Accordingly, this optimization step can also be used
in more complex scenarios for further efficiency improvements within the whole
anomaly detection procedure. Overall, the experiments show that our approach
is also applicable to more complex multi-agent settings, like smart factories. For
each of the four scenarios suitable sub-pattern dictionaries can be built to detect
invalid SLM. Only the amount of training data and the A parameter have to be
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adjusted to the given scenario to get a compact, but efficient dictionary, which
also yields high covering rates.

5 Conclusion and Future Work

In this paper, we have presented an anomaly detection method for SLM. An
existing method for 1D lines (trajectories) is transferred to 2D surface areas
of the SLM. For that purpose, a RCB procedure is used for building a binary
tree, which recursively subdivides the surface area. After adding weights to each
partition, this binary tree is then used to find the “optimal” decomposition for
each training data sample individually. The resulting set of sub-patterns can
be used to evaluate SLM by checking their reconstructibility. We have applied
our approach to a simple multi-agent scenario, and more complex smart factory
scenarios with even greater state spaces. Our evaluation has shown, that for each
scenario compact, but efficient sub-pattern dictionaries for anomaly detection
can be built after having adjusted only two parameters accordingly.

Regarding further work, we think about additional pruning strategies to make
the reconstruction step more efficient. Another interesting aspect for further
work are update strategies for the sub-pattern dictionary in case of changing
scenario settings.
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According to the World Health Organization (WHO), diabetic retinopathy (DR),
a complication of diabetes manifested in the retina, is a major cause of blindness
within the working age population in the developed world. It occurs as a result
of accumulated damage to the retinal small blood vessels [1]. Due to a com-
mon absence of symptoms in early stages, this disease can go unnoticed until
the changes in the retina have progressed to a level where treatment is nearly
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Abstract. Regular screening for the development of diabetic retinopa-
thy is imperative for an early diagnosis and a timely treatment, thus
preventing further progression of the disease. The conventional screen-
ing techniques based on manual observation by qualified physicians can
be very time consuming and prone to error. In this paper, a novel auto-
mated screening model based on deep learning for the semantic segmen-
tation of exudates in color fundus images is proposed with the imple-
mentation of an end-to-end convolutional neural network built upon U-
Net architecture. This encoder-decoder network is characterized by the
combination of a contracting path and a symmetrical expansive path to
obtain precise localization with the use of context information. The pro-
posed method was validated on E-OPHTHA and DIARETDBI1 public
databases achieving promising results compared to current state-of-the-
art methods.

Keywords: Semantic segmentation + Deep learning - Fundus images
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Introduction

impossible or irreversible vision loss has occurred.

The risk of blindness in diabetic patients could be significantly reduced
through regular screening by suitably trained observers for the development
of DR, since an early detection and timely treatment can halt or reverse the
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progression of the disease [2]. However, the number of qualified physicians avail-
able for direct examinations of the population at risk is limited in most coun-
tries. Moreover, the conventional retina examination techniques based on manual
observation can be highly subjective, very time consuming and prone to error.
These facts highlight the need for automated DR diagnosis techniques based on
color fundus retinal photography with high accuracy and quick convergence rate
for them to be suitable for real-time applications.

One of the primary signs of DR is the development of retinal exudates
(Fig. 1(a)) which consist of lipid and protein accumulations in the retina of vari-
ous shapes, locations, and sizes, according to the stage of the disease. Its accurate
detection can be seriously affected by several factors related to the acquisition
process with fundus cameras as well as retina’s anatomy. The presence of other
bright elements (drusen, optic disk, and optic nerve fibers), dust spots, random
brightness, noise presence, uneven illumination, low contrast, and color variation
represent a challenge for the task at hand, as it can be seen in Fig. 1(b), making
this an extensively studied topic.

(a) (b)

Fig. 1. Fundus images. (a) Image with the presence of exudates, (b) Noisy image with
artefacts and uneven illumination.

Most of the classical approaches developed so far involve an image prepro-
cessing stage, followed by a candidate extraction step where structures with
similar characteristics as the lesion are selected. Finally, several features are
extracted for each lesion candidate and a classification algorithm (usually, a
machine learning classifier [3]) is applied to eliminate false positives. The main
implemented techniques for extracting lesion candidates can be categorized into
dynamic thresholding [4], mathematical morphology [5-7], and clustering [8]. A
hand-crafted feature extraction requires domain expertise and effort for it to
be optimized to specific problems. This process is deemed unobjective since the
researcher has to manually decide on the features to be used in a classifier with
knowledge obtained through specialized clinicians. This motivates the develop-
ment of a novel framework capable of automatically learn the most relevant
features and accurately segment exudates.
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Recently, convolutional neural networks (CNNs), a branch of deep learning,
have emerged as a powerful tool for making automatic image recognition tasks
more successful. Its great performance in biomedical applications [9,10] can be
explained through its capability of hierarchically extract features from raw image
pixel intensities by learning and formulating the appropriate filters for the task at
hand. The first attempts in CNN-based approaches for DR evaluation emerged
in a Kaggle! competition [11,12] where images were classified by the severity of
the disease. To the best of the author’s knowledge, only a single work has been
developed towards the segmentation of exudates by using deep neural networks.
In [13] a patch-based CNN architecture is proposed with the aim of providing
a pixel-wise classification by returning the probability of each pixel belonging
to one of two classes: exudate or non-exudate. Two fully-connected layers are
responsible for the binary classification of image pixels. The resulting map is then
combined with the output of optic disc and vessel detection procedures. Despite
the fact that the network’s input includes optic disk pixels, potentially affecting
its results, this architecture is not best suited for a pixel-level classification.

The main contribution of this paper is a novel deep learning-based approach
for the automatic semantic segmentation of exudates in color fundus images.
An encoder-decoder CNN built on top of the U-Net architecture [14] is imple-
mented for this application. The model uses labelled pixels to learn the connec-
tion between local features and the associated specific classes, and then classify
each pixel based on which class presents the highest probability for that pixel.
Compared to most exudate segmentation methods, the algorithm undertaken in
this work is more robust due to the fact that it is end-to-end, in other words, it
is almost entirely trainable and free of hand designed and fixed modules. To the
best of the author’s knowledge, this is the first attempt of adapting an encoder-
decoder CNN architecture to retinal images’ semantic segmentation.

2 Methods

CNNs have been successfully applied to semantic segmentation [15], specifically
fully convolutional networks (FCNs) which follow the encoder-decoder architec-
ture. This image-to-image structure emerged as a solution for pixel-wise pre-
dictions since it outputs high resolution segmentation maps with localization as
well as semantics information, performing very well in biomedical image seg-
mentations [16,17]. Following these nets, a novel neural network structure was
introduced in [14], the so-called “U-Net” for its U-shaped architecture. It dif-
fers from FCNs in its extended decoding branch by taking into account useful
global context information in higher resolution layers, being able to work with
small sets of training images and still provide more precise segmentations. It
has proven its effectiveness in biomedical image segmentations [14,18,19] as it
outperforms existing methods on biomedical challenges. In this paper, a CNN is
built on top of U-Net for the semantic segmentation of retinal images, as shown
in Fig. 2.

! https://www.kaggle.com/c/diabetic-retinopathy-detection.
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Fig. 2. Architecture of the proposed network built upon U-Net.

2.1 Image Pre-processing

Due to fundus images’ heterogeneity, they aren’t adequate to be used directly
as input to the network. First of all, images belonging to the same dataset
often present different resolutions. A standardized image resolution is required
by the developed framework. Thus, a spatial normalization is performed using a
reference image as a size invariant to resize all images in the dataset.

To reduce memory consumption and training time, a conversion from RGB
to grayscale images is performed. This is done by extracting the green channel
which is commonly used to segment the lesions [20]. While the red channel is
often saturated and with low contrast and the blue channel usually very noisy
and with poor dynamic range, the green channel shows the maximum contrast
between lesions and background.

Fundus images commonly suffer from non-uniform illumination and poor
contrast caused by different lightning conditions in the acquisition rooms as
well as retina’s anatomical variability. To solve this problem, an image contrast
enhancement is carried out by performing a contrast limited adaptive histogram
equalization (CLAHE). This window-based technique provides a uniform distri-
bution of grey values across an established 8 x 8 pixels-sized window, improving
local contrast and, thus, raising the visibility of some hidden features.

To prevent the network from learning retinal images’ inherent background
noise, a 5 X 5 median filter is applied. This filter smooths image data by per-
forming a spatial filtering on each pixel using the grey level values present in a
square window surrounding that pixel. Finally, the intensity values of the images
are scaled to [0,1].

2.2 Network Architecture

The core element of this method is the convolutional neural network built upon
U-Net architecture [14]. Unlike the usual CNN architectures with only contract-
ing layers for image classification, U-Net is an image-to-image framework as it
takes an image as input and returns a probability map as output. This is possible
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thanks to the addition of an expansive path (decoder) symmetrical to the typical
CNN'’s contracting path (encoder) to obtain pixel-wise labeling. Precise localiza-
tion with the use of context is achieved in this model through the combination of
high resolution feature maps from the contracting path with upsampled outputs
from the expansive path.

In similarity to the original U-Net, each contracting block of the architecture
implemented in this work (see Fig. 2) is composed by two 3 x 3 convolution, each
followed by a rectified linear unit (ReLu) activation function (f(x) = max(0,x)).
Afterwards, 2 x 2 max pooling is applied, reducing image resolution by 2. At
each block, the number of filters is doubled. On the other hand, in the expansive
path, the opposite happens. The same pair of convolutional layers are applied
in each block, preceded by an “up-convolution”, that is, an up-sampling of the
feature map (increasing image resolution by 2) followed by a 2 x 2 convolution.
Then, the resulting feature map is concatenated with the corresponding feature
map from the contracting path, size-wise. Finally, a 1 x 1 convolution and a
pixel-wise softmax activation function are applied to obtain the desired number
of classes and final probabilities for each pixel.

The modifications carried out in this implementation involve the addition of a
dropout layer between two consecutive convolutional layers to avoid overfitting
and the reduction of filters for all convolutional layers along the network to
simplify the architecture and reduce training time while maintaining the same
level of performance. Moreover, all convolutions are implemented with zero-
padding to preserve the spatial size of the input image. Therefore, it becomes
unnecessary to crop the feature maps from the contracting path for them to be
concatenated with the feature maps from the expansive path, as established in
[14], since they already present the same resolution.

2.3 Training and Testing

Like any other deep learning approach, this work involves training the network
first, and then test the resulting model on new images. In most cases, lesions
compose less than one percent of the total number of pixels in a retinal image.
For this reason, the network computes the probability of a pixel being an exudate
using local features in a square window centered on the pixel itself. Moreover,
this patch-based approach is carried out to substantially increase the amount of
training data, improving model’s performance.

Each time the network is trained, input images are subjected to the afore-
mentioned preprocessing techniques and split into patches using a square sliding
window with overlap. While the sliding window goes through the full images,
patches partially or completely outside the FOV or containing optic disk pixels,
previously detected by means of [21], are excluded. Still, the resulting patches
present unbalanced classes, that is, the number of patches classified as healthy
is substantially higher than the ones classified as pathological in a retinal image,
which can overwhelm the net and result in overfitting to the majority class.
Given N pathological patches and M healthy patches where M >> N, a ran-
dom selection of N healthy patches is applied to balance the classes.



DL-Based Approach for the Semantic Segmentation of Exudates 169

At testing phase, to improve performance and obtain smoother predictions,
consecutive overlapping patches with a stride of 8 pixels are used to obtain
the lesion probability of each pixel by averaging probabilities over all predicted
patches covering that pixel. Once again, patches partially or completely outside
the FOV or containing optic disk pixels are excluded. Hence, once the predictions
are generated, the resulting overlapped patches are recomposed considering the
missing patches and the overlapping technique, and the final probability maps
are obtained as images in the original resolution. These images can then be used
for further performance evaluation.

3 Experiments

The proposed model was trained and validated on E-OPHTHA [22] public
database which contains two subsets, depending on the lesion type. The subset
selected to be used in this implementation contains forty-seven retinal images
with the presence of exudates. These lesions are manually annotated by ophthal-
mologists at a pixel level. The dataset presents four different image resolutions,
ranging from 1440 x 960 pixels to 2544 x 1696 pixels. After the first pre-processing
technique where a spatial normalization is performed, the images were scaled
down to a final resolution of 1440 x 960 pixels.

3.1 Implementation Details

The framework was developed using Python 3.5 and OpenCV 3.0, from the
pre-processing techniques to the attainment of output probability maps. The
resizing of the images as well as the model evaluation were performed using
Matlab®R2016a. An Intel Core i7-7700K@4.20 GHz processor with 32GB of
RAM and Ubuntu 16.04 LTS as operating system was used throughout the all
process. A NVIDIA GeForce® TITAN Xp with 12 GB of GDDR5X RAM was
the GPU used. The CNN model was designed recurring to Keras framework with
Theano as backend.

3.2 Training Parameters

The framework’s design allows a fast and easy adjustment of parameters and
datasets to be used for training and testing. Several tests were performed in
which tunable parameters were adjusted according to its impact in the model’s
performance. In order to obtain predictions for all the images in the dataset and,
thus, provide robustness to the proposed method, cross-validation was applied.
For this purpose, the forty-seven images were randomly partitioned into k = 5
folds. In each fold iteration, out of the k partitions, a single partition is retained
to test the model, while the remaining k — 1 partitions are used as training data.

The retinal input images and their corresponding labelled segmentations were
used to train the network with the employment of stochastic gradient descent for
optimization and a cross-entropy loss function. The network was trained with
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a momentum of 0.9, a weight decay of 1le~% and a fixed learning rate of le~3.
It was set to continue its training for 2000 epochs with a batch size of 32. The
input of the net were 32 x 32 pixels patches which were extracted with a stride
of 16 pixels for both width and height.

3.3 Results

In order to obtain binary segmentation maps from the probability maps, the
optimal threshold for each fold was determined by computing the best trade-off
between sensitivity and specificity. At this stage, five performance evaluation
metrics - accuracy (Acc), sensitivity (Sen), specificity (Spe), area under the
ROC curve (AUC), and Standard Deviation (Std) - based on the number of
true positive (TP), false positive (FP), true negative (TN), and false negative
(FN) pixels, were used to quantify segmentation results taking into account the
labelled pixels from the ground-truth provided by experts.

A pixel-level segmentation of exudates could only be accurately validated on
E-OPHTHA, since it is the first public database to provide pixel-level annota-
tions by experts. For this reason, a comparison between the proposed method
and existing classical methods which carried out a validation of their pixel-level
classification on this database is shown in Table 1.

Table 1. Comparative exudate segmentation results for the validation of different
methods at pixel-level on E-OPHTHA database.

Accuracy | Sensitivity | Specificity | AUC
Haloi et al. [5] |- 0.9582 |- 0.9620
Imani et al. [4] |- 0.8032 0.9983 0.9370
Proposed 0.9936 |0.8941 0.9931 0.9927

To further evaluate the model’s ability to generalize to heterogeneous fundus
images with different acquisition methods, the proposed model was also validated
on DIARETDBI1 public database. This database consists of 89 retinal images
acquired with the same 50°FOV digital fundus camera and, consequently, with
a fixed resolution of 1500 x 1152 pixels. A spatial normalization revealed to be
unnecessary since retinal structures are fairly comparable. Because this database
contains images with the presence or absence of exudates, a subset of 42 images
containing this type of lesion was selected for this experiment. Exudates are,
once again, manually annotated by experts but not at a pixel-level which is
equivalent to a wide amount of false positives around the lesions. For this reason,
this database isn’t suitable for a semantic segmentation validation. However, this
test was performed specifically to validate the model’s performance in different
databases and a wider set of images.

In Table 2, the proposed method (tested in both DIARETDBI (dtdb) and E-
OPHTHA (eoph) databases) is compared with several algorithms which present
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measurements for their performance at the pixel-level on private datasets or
recurring to private ground-truth annotations for public databases. Even though
these works don’t use a common dataset or segmentation approach, this com-
parison is made to show the advantages of the proposed method in terms of the
aforementioned measurements.

Table 2. Comparative exudate segmentation results for the validation at pixel-level of
different methods on distinct datasets.

Accuracy | Sensitivity | Specificity | AUC
Welfer et al. [6] - 0.7048 0.9884 -
Sopharak et al. [8] | 0.9910 0.8720 0.9920 -
Sopharak et al. [3] |0.9841 0.9228 0.9852 -
Harangi et al. [7] |- 0.86 - -
Prentasic et al. [13] | - 0.78 - -
Proposed (dtdb) 0.9701 |0.8451 0.9809 0.9535
Proposed (eoph) 0.9936 |0.8941 0.9931 0.9927

As it can be seen in Tables 1 and 2, the proposed method outperforms exist-
ing algorithms in most evaluation metrics. Haloi et al. [5] and Imani et al. [4]
present higher values for sensitivity and specificity, respectively, on E-OPHTHA
database, while Sopharak et al. [3] exceeds sensitivity values on a private dataset.
Even though the proposed model’s performance on DIARETDBI isn’t higher
than most methods, it is still a great outcome taking into consideration the
nature of this database, as it was previously explained.

Figure 3 illustrates the qualitative segmentation results on E-OPHTHA. The
validation approach presents some drawbacks due to the nature of its perfor-
mance evaluation method. Manual segmentation performed by humans at a

(a) (b) (c) (d) ()

Fig. 3. Qualitative results of the exudate semantic segmentation. First row: original
images; Second row: ground-truth annotations from experts; Third row: resulting seg-
mentation maps from the proposed method.
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pixel-level is prone to small-scale errors. In Fig. 3(e) it is noticeable that ground-
truth annotations can be slightly misleading, originating a considerable amount
of FP pixels which are, in fact, TP pixels. The remaining pixels misclassified
as exudates are caused by the presence of noise and bright reflections along the
main retinal vessels. There might be also some ambiguous regions where faint
exudates are not considered by experts but accurately identified by the network.
Furthermore, quantitative results are severely penalized in a pixel-level classifi-
cation due to the small amount of pixels that are labelled as exudates in a retinal
image. This means that the ratio between FN and TP pixels is inevitably lower,
decreasing sensitivity values significantly. Nevertheless, the resulting segmen-
tation maps are overall extremely similar to the expert’s annotations, demon-
strating the model’s ability to accurately segment exudates, even in challenging
situations such as in Fig. 3(e), where the image presents a lot of noise and uneven
illumination. Prediction time is alongside segmentation accuracy when it comes
to the major requirements for automated screening methods. Note that segmen-
tation map takes around 36 s to be computed, allowing real-time feedback in
clinical use.

4 Conclusions

In this work, a novel end-to-end network built on top of U-Net for semantic
segmentation of exudates in fundus images is proposed. The preliminary exper-
imental results show clear advantages of the proposed method over classical
exudate segmentation algorithms.

In future work, bright reflections along the main retinal vessels will be the
subject of post-processing techniques to reduce noise in segmentation results.
In addition, grayscale images will be replaced by RGB images as input to the
model. Finally, the proposed method will be applied to the detection of other
kinds of DR related lesions.
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Abstract. Diabetic Retinopathy (DR) is a severe and widely spread eye
disease. Exudates are one of the most prevalent signs during the early
stage of DR and an early detection of these lesions is vital to prevent the
patient’s blindness. Hence, detection of exudates is an important diag-
nostic task of DR, in which computer assistance may play a major role. In
this paper, a system based on local feature extraction and Support Vec-
tor Machine (SVM) classification is used to develop and compare differ-
ent strategies for automated detection of exudates. The main novelty of
this work is allowing the detection of exudates using non-regular regions
to perform the local feature extraction. To accomplish this objective,
different methods for generating superpixels are applied to the fundus
images of E-OPHTA database and texture and morphological features
are extracted for each of the resulting regions. An exhaustive comparison
among the proposed methods is also carried out.

Keywords: Exudates - Superpixels - LBP - Granulometries - SVM

1 Introduction

Diabetic Retinopathy (DR) is a common complication of diabetes, which is
among the major causes of vision loss in the world. However, at the initial
phase of the disease, the vision impairment is not easily realized by the patient
[1,2]. Exudates are one of the most prevalent signs during the early stage of DR.
These lesions are formed due to the leakage of blood and its early detection can
improve patients’ chances to avoid blindness [3]. In Fig. 1 it is possible to observe
the difference between a healthy fundus image and a retinal image containing
exudates as a consequence of DR.

Manual detection of exudates by ophthalmologists is laborious and time-
consuming. Therefore, automated screening techniques for exudate detection
have great significance in saving cost, time and labour, allowing the ophthalmol-
ogists to make the treatment decision timely [4]. In this sense, one of the main
objectives of this work is to develop and compare different strategies to locally
extract information of fundus images for detecting exudates.
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(b)

Fig. 1. Fundus images. (a) Healthy eye, (b) Pathological eye with exudates.

Several methods related to the automatic detection of exudates have been
proposed in the literature, these can be grouped in: thresholding-based [5,6],
region growing-based [3,7] and morphological-based classification [6,8]. These
methods focus their efforts in the exudates segmentation, however, these
approaches are characterised by presenting a high false-positive rate. For this
reason, in the methodology proposed in this work, the characterisation of healthy
and damaged retinal areas is performed by applying image descriptors in a local
way, avoiding the segmentation step. Methods involving feature extraction and
classification of the retinal tissue have been studied in the literature. The most
common procedure requires the extraction of features from a lesion candidate
map generated by different techniques, such as: mathematical morphology [4,6];
background subtraction [9]; clustering [10]; or using banks of filters and apply-
ing a low adaptive threshold [11,12]. Subsequently, the candidates are classified
as exudate or non-exudate elements, making use of the extracted features and
classification algorithms.

The strategies proposed in this work do not require the previous segmentation
of exudates or the generation of candidate maps. Exudates usually represent less
than one percent of the total number of pixels that compose the retinal image.
For this reason, in the methodology presented in this paper, the image is divided
in regions or patches and, during the feature extraction step, features vectores
are extracted for each region. Different methods to generate superpixels are
presented as a strategy to create non-regular regions.

Superpixels are regions resulting from a low-level segmentation of an image
and are typically used as primitives for further analysis such as detection, seg-
mentation, and classification of objects. The underlying idea is that this first
low-level partition decreases the computational complexity of the following pro-
cessing steps and improves their robustness [13]. Methods for generating super-
pixels have been studied in the literature. Those can be broadly categorized as:
graph-based algorithms [14,15]; gradient ascent methods [16,17]; or clustering
methods [18]. Of these, the latter has particular interest since the Simple Linear
Tterative Clustering (SLIC) algorithm [18], which is an adaptation of k-means
for superpixel generation, will play an important role during the evaluation of
this work. Machairas et al. [19] also proposed a strategy to create superpixels
by applying the watershed transformation to a spatially regularized gradient
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to achieve a tunable trade-off between superpixels regularity and adherence to
object boundaries. With this approach, the term “waterpixels” was introduced in
the literature. The strategies proposed in this paper rely on the marker-controlled
watershed transformation, in order to efficiently generate waterpixels.

The main objective of this work is to develop and compare different strate-
gies to obtain regions of interest with the purpose of locally describing healthy
and pathological retinal areas. Allowing the detection of exudates using non-
regular regions to perform the local feature extraction is the main novelty of this
work. Therefore, two different strategies for generating waterpixels are applied to
the images of the E-OPHTA database. Subsequently, texture and morphological
features are locally extracted and, finally, each region is classified according to
healthy and pathological classes, during the classification stage. In the end, an
elaborated comparison between the proposed strategies for generating waterpix-
els and the SLIC superpixels is also performed.

2 Methods

This paper’s methodology allows the characterisation of healthy and damaged
retinal areas by applying image descriptors in a local way. Therefore, it is possible
to summarise the methodology proposed into three principal steps: computation
of waterpixels; local feature extraction; and, finally, classification of the retinal
tissue. These steps will be developed in the following subsections.

2.1 Computation of Waterpixels

Creation of the Grid and Gradient Definition. The first step consists in
computing a grid of regular cells C;. A grid of hexagons is created with the size
of the input image. Note that the hexagon side s is a tunable parameter. The
smaller s is, the smaller the resulting waterpixels and the higher the number of
resulting regions. The distance between adjacent hexagon centres is denoted as
o and it plays a normalization role in the waterpixel computation process.

At this stage, the computation of the morphological gradient g from the
input image f : D (where D is a rectangular subset of Z?2) is performed. The
morphological gradient can be defined as:

g(f) = 05(f) —en(f) (1)

where § and € are, respectively, the operators dilation and erosion and B is a
unitary structuring element.

Selection of the Markers. The selection of markers allows us to control the
number and regularity of the resulting waterpixels: the number of markers is
equal to the number of waterpixels in the final partition; to obtain regions which
are similar in shapes and sizes, it is necessary to select the markers in a way that
they are regularly spaced out over the image.
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Taking this into account, a unique marker per cell is selected to obtain total
control over the number of waterpixels, and a strong impact on their size and
shape. During this procedure, it is necessary to have in mind that the ideal is to
find a marker that enables to obtain the best performance in terms of boundary
adherence and regularity. Therefore, two approaches are tested: selecting the
centres of the grid cells as markers (c-Waterpixels) and selecting one minimum
of the gradient per cell as markers (m-Waterpixels). In the second approach, each
cell C; of the grid defines a region of interest where the content of g is analysed
to select a unique marker, taking into account the following considerations:

— if there exist more than one minimum of g inside C;, the one with the highest
surface extinction value [13] is selected.

— if there is no minimum of g inside C;, the centre of C; is defined as marker
(to guarantee regularity).

— if there is a unique minimum of g inside C}, this minimum is obviously selected
as marker.

Spatial Regularisation of the Gradient and Watershed Computation.
A spatially regularised gradient gr., is computed to guarantee a compromise
between boundary adherence and regularity:

Greg = g + kdg (2)

where ¢ is the gradient of the image, k is the spatial regularisation parameter,
which, in this work, is set to one. Finally, let Q) = ¢;; ;<5 be a set of N connected
components of the image f. For all p € D, we can define a distance dg with
respect @) as follows:

2
Y€ D, do(p) = = min d(p,q;) 3)
where o is the grid step defined in the previous section.

Finally, the watershed transformation is performed on the spatially regu-
larised gradient g,.q, starting the flooding from the markers. This allowed the
partition of the image into waterpixels regions. Figure 2 shows the resulting c
and m-Waterpixels and Fig. 3 illustrate the described steps to create this regions.

(a) (b)

Fig. 2. Comparison of the two proposed strategies to generate waterpixels. (a) c-
Waterpixels and (b) m-Waterpixels.
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Fig. 3. Illustration of m-Waterpixels generation. (a) Original image, (b) Morphological
gradient of the original image, (c) Regular grid of hexagonal cells (s = 32), (d) Selected
markers within the regular grid, (e) Spatially regularised gradient, (f) m-Waterpixels.

2.2 Feature Extraction

Local Binary Pattern (LBP) is a simple yet very efficient texture descriptor
which labels the pixels of an image by thresholding the neighborhood of each
pixel:

Pl lifx>0
LBPp R = ZS(QP*QC)'QI)’ s(z) = {Oifa:<0 )

p=0
where P represents the number of samples on the symmetric circular neighbour-
hood of radius R, g. is the grey value of the pixel (4, ) and g, is the grey value
of each neighbour.
When LBP is used for texture description it is common to include a contrast
measure by defining the Rotational Invariant Local Variance (VAR) as:

| Pl L Pl
VARpR = P Z(gp - n)? L=7 Z Ip (5)
p=0 p=0

LBPI’;Z}‘QQ, defined in [20], and VARp R are complementary measures and
the combination of both is expected to be a powerful descriptor for detecting
abnormal retinal patterns. LBP“u2 and VARp g operators are locally computed
for each pixel of the green channel of the retinal image. As a result, LBP and
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VAR images are obtained. These resulting images are divided into waterpixels
regions and normalised histograms are computed for each region combining the
information provided by both images using the method proposed in [21].

Granulometries. Mathematical morphology has become increasingly relevant
in the image processing field essentially due to its versatility and rigorous math-
ematical description. Granulometry is one of the most interesting techniques
based on mathematical morphology.

Let f be a grey-level image, f € F(E, T') such that f(z) : E — T where x =
(v, y) € E is the pixel position and E C Z2. T is an ordered set of grey-levels.
After the selection of a fixed set B C F, the two elementary operations of erosion
(eg(X)) and dilation (§p(X)) can be composed together to generate a new set
of grey-level operators given by the grey-level opening(yg) and closing (pp):

1B(f) (@) = (f o B)(x) = dp(en(f))(2) (6)
wp(f)(x) = (f o B)(x) = ep(dp(f))(x) (7)

When a series of openings with SE of increasing size (\) are sequentially
computed on the image, a morphological opening pyramid is obtained and it
can be defined as:

IL,(f) = I+ Iy = (), YA € [0, -+ niman ]} (8)

where N4, represents the maximum size of the structuring element. By duality,
the morphological closing pyramid II, is defined in the same way.

A shape descriptor can be defined using the morphological pyramids above
described. Let m(f) be the Lebesge measure of a discrete image f. The granu-
lometry curve, or pattern spectrum of f with respect to I" is defined as:

PSp(fom) = PS(fn) = ML=l g g

By duality, this concept extends to the anti-granulometry curve PSg(f).

Granulometry is used in this work by applying a series of morphological open-
ing (closing) operations with increasing-size structuring elements (SE) defined
by a specific step (s = 2) and a maximum value (. = 22), to obtain a local
description of the shape and size of the retinal exudates. SE is a disk or a line giv-
ing place to an isotropic or angular granulometry, respectively. In the end, four
feature vectors are obtained: two regarding the isotropic granulometry (open-
ing and closing operations) and two regarding the angular granulometry. Thus,
these pattern spectrums are combined giving place to the morphological feature
vector composed by 44 elements. Note that angular granulometry is computed
in the directions 0°, 45°,90°and 135°. The regions containing optic disk pixels
are not considered during the feature extraction stage. To detect the optic disk,
the method proposed in [22] is used. Figure4 illustrates the results obtained by
applying this method.
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(a) (b)

Fig. 4. Optic disk detection results. (a) Waterpixels, (b) Optic disk regions.

2.3 Retinal Tissue Classification

After the feature extraction step, the Support Vector Machines (SVM) classifier
[23] is used to classify each region in healthy or pathological. This classifier
generates a classification model, based on the information of features and labels
of the training set, able to predict the correct class of new samples belonging
to the test set. With this purpose, SVM maximises the distance between the
hyperplanes defined by the support vectors with the aim of finding the optimal
separation between classes. The Radial Basis Function (RBF) kernel is employed
when the SVM algorithm is applied. The library for support vector machines
(libSVM) used was introduced by Chang in [23].

An external K-fold cross validation is performed to provide robustness to the
decision system and to guarantee that all the instances are used in the creation
of the model and in the prediction stage. A different partition is selected as test
subset while the rest of the partitions are used to train the model.

As it was previously discussed, exudates represent only a small percentage
of the total number of pixels that compose the retinal image, which results in a
very unbalanced dataset when the feature extraction is performed. Training the
classifier with this dataset can result in an overfitting to the class “healthy”.

To avoid this problem, the set of all healthy samples is randomly permuted
and partitioned into T = round(M/N) subsets, being M and N the number of
healthy and pathological samples, respectively. After that, a set of T' classifiers
is trained using all pathological training samples and each partition of healthy
training samples. Finally, during the test stage, testing samples are evaluated
for each of the T models and soft majority voting is applied to the output
probabilities as the final criterion. If the obtained probability is higher than a
given threshold (4), the region is assigned to the class “pathological”.

3 Results

The database chosen to validate the method proposed in this project was the
E-OPHTHA public database [24]. This database is divided in two subsets and
the one used in this paper is composed by 47 images containing exudates. These
lesions are manually annotated by experts. It was necessary to perform a spatial
normalization of the fundus images since they presented different resolutions.
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Two different strategies to obtain waterpixels were presented in this paper.
These regions were used to perform a local feature extraction in fundus images
for detecting pathological areas. To evaluate these strategies, the procedure
explained in Sect. 2.3 was used to train different classification models.

In order to compare the strategies proposed in this paper with another state-
of-the-art method, the same procedure was applied using the SLIC algorithm to
generate superpixels. This algorithm adapts a k-means clustering approach to
efficiently generate superpixels. By default, the only parameter of the algorithm
is k, which is the desired number of approximately equally sized superpixels.
Several tests using the original images (OI) and the images without the blood
vessels (W/V) were performed for each of the strategies mentioned. The images
without blood vessels were obtained through the inpainting technique [25].

Table1 contains the Area Under ROC Curve (AUC), accuracy, sensitivity
and specificity (as well as the standard deviation associated with each of these
metrics) of the resulting classification processes, taking into account the ground-
truth provided by the ophthalmologists. The results of accuracy, sensitivity and
specificity were obtained using a decision threshold of § = 0.5.

As it can be observed through the analysis of Table 1, the values of accuracy
improve, for each of regions of interested developed, when the inpainting tech-
nique is applied in order to remove the blood vessels from the original images.
During the evaluation of the different techniques it is important to remember the
importance of obtaining a good trade-off between the sensitivity and specificity.
Additionally, in the context of this paper, sensitivity plays a major role since

Table 1. AUC, accuracy, sensitivity and specificity related to the exudate detection
on the original images (OI) and images without vessels (W/V) for each of the region
of interest developed: m-Waterpixels, c-Waterpixels and SLIC superpixels.

m-Waterpixels c-Waterpixels SLIC Superpixels
Ol W/V [)} W/V o1 W/V
AUC 0.7998 £ 0.0317 0.8287 £ 0.0246(0.7937 £ 0.0325 0.8277 £ 0.0199(0.7987 £ 0.0311 0.8169 £ 0.0299
Accuracy 0.6514 £ 0.1093 0.7585 £ 0.0676 [0.6650 £ 0.0870 0.7545 £ 0.0679/0.7635 £ 0.0238 0.8037 £ 0.0222
Sensitivity 0.7779 £ 0.0987 0.7216 £ 0.0834 [0.7651 % 0.0477 0.7496 + 0.0295|0.6567 &+ 0.0824 0.6656 £ 0.0634
Specificity 0.6363 £+ 0.1295 0.7595 4 0.0789 |0.6546 £ 0.0990 0.7539 + 0.0757|0.7736 £ 0.0305 0.8175 + 0.0273

1 r .
Sosf ;
m -
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.g 04 F ——m-Waterpixels
% . c-Waterpixels 1
E 0.2 ——SLIC Superpixels E
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Fig. 5. ROC curves for the different superpixels methods.
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this measure represents the ability of our system to detect exudates. Having
that in mind, and through the analysis of Table 1, it is possible to conclude that
the waterpixels approaches outperform the SLIC [18] method when it comes to
generate the most appropriate regions to detect exudates.

The ROC curves for each of the tests performed with the images without
vessels are represented in Fig. 5. As it can be observe, the c-Waterpixels outper-
form the other methods for lower false positive rates while the m-waterpixels
exceed the c-Waterpixels and SLIC superpixels for highest false positives rates.

4 Conclusions

In this paper, a system based on local feature extraction and SVM classification
is used to develop and compare different strategies of exudates automated detec-
tion. These strategies involve performing the local feature extraction using three
different methods to generate non-uniform regions: m-Waterpixels, c-Waterpixels
and SLIC superpixels. Analysing the results obtained for each of the proposed
methods, it is possible to conclude that the watershed-based approaches lead to
a better detection of pathological areas. The results also demonstrate that apply-
ing the inpainting technique to remove the blood vessels is essential to obtain
a more accurate detection of exudates. Future work will allow the detection of
other lesions related to DR, such as microaneurisms and hemorrhages.
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Abstract. In the world where technology has largely dominated almost
every aspect of human life the amount of data generated each minute
grows at a rapid rate. The need to analyse massive volumes of data
poses new challenges for researchers and specialists around the world.
The MapReduce model became a center of interest due to offering a way
of execution that allowed a parallelization of tasks. Machine learning also
gained a significantly more attention due to many applications where it
can be used. In this paper, we discuss the challenges of Big Data analysis
and provide an overview of the MapReduce model. We conducted exper-
iments to examine the performance of the MapReduce on the example
of a Random Forest algorithm to determine its effect on the overall qual-
ity of the analysis. The paper ends with remarks on the strengths and
pitfalls of using MapReduce as well as ideas on improving its potential.

Keywords: Big Data - MapReduce - Spark - Random Forest
Classification

1 Introduction

Data collection computer systems are used in virtually all areas of life, including
technology, medicine, astronomy, economics, and sport. Collected data is stored
as databases or data warehouses, which can be analysed in order to identify
interesting or important information. Typical tasks connected with data mining
[12] include searching for associations, information grouping and classification
(which we will focus on in the following sections of this work). The first attempts
to define the concept of Big Data dates back to 2001, when Doug Laney defined
a coherent model characterized by three factors: the data are numerous, the
data has great diversity of types, data are generated and captured very quickly.
Nevertheless, Big Data processing produces a number of problems, including the
following: huge amounts of data to store, large demand for computing power
(CPU performance and RAM size) required for the analysis. Therefore, it is
often the case that state-of-the-art data processing approaches cannot be simply
applied for the purpose of Big Data.
The main contributions of this paper are as follows.
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1. Introduce the current state of parallel data processing with MapReduce and
Random Forest.

2. Comparison of traditional algorithm design methods with MapReduce parallel
programming model.

3. Comprehensive experimental evaluation of the MapReduce model on the
example of a Random Forest algorithm.

The rest of the paper is organized as follows. In Sect. 2, we survey related
work. Section3 describes MapReduce as a programming model. Section4
presents the methodology used for the parallel implementation of Random For-
est Algorithm. Section5 discusses the results of the experiment while Sect.6
presents final conclusions and scope for future work.

2 Related Work

MapReduce is a framework that supports parallel execution and allow users to
focus on data processing. Because of simplicity, high scalability and fault tol-
erance, MapReduce model is becoming the dominant solution in business and
academic applications. One of the most popular implementation of MapReduce
is Apache Hadoop [16]. In response to limitations in the MapReduce cluster com-
puting paradigm at the University of California Spark system [11] was developed
in 2012. Machine learning library that runs on the top of the Spark is Spark
MLIib. Other projects worth mentioning are: Storm [7], a real-time comput-
ing system for unbounded streams of data; Dremel [4], a system for analysing
read-only datasets; Apache Drill [9], a distributed system for interactive ad-hoc
analysis of large-scale datasets. The major limitations of MapReduce (e.g. low
efficiency, no schema, a single fixed dataflow) and methods of dealing with them
can be found in [1,5,13].

In this work, we use Random Forest (RF) algorithm [3,10] as base classi-
fier. Random Forest based on decision trees in combination with aggregation
and bootstrap ideas. Ensembles are generally known for high performance and
robustness in relation with other classification methods. On practical point of
view, RF are widely used [17]. Recent reviews and useful references for different
strategies that can be used to scale Random Forest to Big Data one can find
in [8]. The main proposed strategies are based on: subsampling, parallelization,
adaptation of bootstrapping schemes, divide-and-conquer approach and online
learning. In [2] an Apache Spark implementation called ReForeSt was introduced
which employed mechanism such as random rotations in order to improve the
prediction accuracy as well as deployed a local computations of trees in order
to reduce the computational time of the algorithm. The changes proved to be
successful as the results presented in the work indicate that the ReForeSt is more
efficient in comparison with standard MLIib implementation.

3 Parallel Processing with MapReduce

Programs using MapReduce are automatically paralleled and can be run on a
cluster consisting of desktop-class computers. The run-time system is responsi-
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ble for partitioning of an input data, and for distributing the program among
individual units. All calculations are implemented based on Map() and Reduce()
functions, where:

Map() — the user-defined function assumes certain input values and produces
a temporary key-value pair from them. However, what should be noted is that
the resulting temporary pair belongs to a different domain than the pair of input
data. What’s more, these pairs may differ in the type of data:

Map(kl,v1) — List(k2,v2)

The MapReduce library groups all temporary pairs according to the same key
and gives them to the Reduce() function, which includes them as its arguments.
This process is also known as shuffling.

Reduce() — the function accepts the given key and assigns values to it. It
then merges these values to create a possibly smaller set of values. Temporary
values are passed to the Reduce() function with the help of the iterator, thanks
to which it is possible to handle a list of values that are too large to be stored
in memory. The temporary and result values produced by the Reduce() function
belong to the same domain:

Reduce(k2, List(v2)) — List(v2)
MapReduce tasks are executed in the following steps:

1. The MapReduce library divides input data into M parts, typically 16 MB to
64 MB for each part (it is possible to control the size of the divided parts using
an optional parameter). Then, multiple copies of the program are created on
a cluster of many physical machines.

2. One of the copies of the program is particularly important and is called Mas-
ter. The remaining copies are called Workers. The task of the Master is to
assign work to individual Workers. The Master must assign M mapping tasks
and R reduce tasks. The Master chooses the type of Workers, who are at rest
at the current moment and assigns them specific tasks.

3. The Worker, who has been assigned the map task, reads its contents from
the corresponding part of the input data. Then it creates the key/value pairs
from the received set to pass them to the user-defined Map() function. The
temporary key/value pairs produced by the Map() are loaded into memory.

4. Every now and then, buffered pairs are saved on the local disk, divided into R
regions by the partitioning function. Locations of buffered pairs on the local
disk are transferred to the Master, who is responsible for passing them to the
Workers to whom the reduction tasks were assigned.

5. When a location information arrives to a Worker, it uses a remote call to read
the cached data from the disks of the Workers responsible for the mapping
tasks. When the Worker working on the reduction tasks has all the data about
the temporary pairs, it starts sorting them according to the key so that all
occurrences for the given key are in one set. Sorting is needed because usually,
one Worker is responsible for data reductions coming from many mapping
tasks. If temporary data is larger than disk space, external sorting is used.
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6. Workers responsible for the reduction task iterate through the sorted tempo-
rary data, and for each unique key they encounter, they pass them along with
the corresponding temporary data values to the Reduce() function, which,
like the Map() function, is defined by the user. The output of this function is
added to the output file.

7. When all mapping and reduction tasks are completed, the Master wakes up
the user program. Notification from MapReduce returns to the user’s pro-
gram.

The programming paradigm described above is used by the infrastructure for
requesting and processing large data, including Apache Spark. All operations
in the Spark are performed using resilient distributed datasets (RDD). Spark
only provides tools for data processing. Therefore, it must be integrated with
a file system such as HDFS or another noSQL database and a YARN manage-
ment system. The previously mentioned RDD is a key concept in understanding
the operation of the Spark platform. RDDs are collections of read-only objects
partitioned into individual machines. These objects can be rebuilt using lin-
eage, thanks to which they are resistant to execution errors, available due to
parallel operation, and can be saved and read from distributed file systems, e.g.
HDFS. Most importantly, they can be stored in the cache of individual machines
responsible for carrying out single tasks (workers nodes), thus enabling imme-
diate access to them. The next important concepts are transformations and
actions performed on RDDs. Transformations determine the actions performed
on the data in order to obtain subsequent RDD objects, transformed according
to expectations. Actions, unlike transformations, return a specific value. The lazy
evaluation mechanism is based on the use of a structure called Direct Acyclic
Graph (DAG), in which the whole history of transformations made on RDDs is
recorded. The key components of Apache Spark are: Spark Core - responsible for
basic system functions (e.g. APT RDDs), Spark SQL - supporting API, allowing
communication with Spark using Apache Hive, together with the SQL variant
called Hive Query Language (HiveQL), Spark Streaming - allowing for real-time
processing of stream data, MLLIB - a library containing the most important
machine learning algorithms and GraphX - a library containing the implemen-
tation of algorithms and graph processing tools [6,14,15].

4 Parallel Implementation of Random Forest Algorithm

One of the most popular projects that uses YARN [16] is Apache Spark which
introduces a more robust framework based on the Map Reduce paradigm. With
Spark it is possible to run interactive queries as well as iterative algorithms.
Spark consists of several components (that extends its usability above Hadoop)
like [2]: Spark Streaming used for streaming data analysis and MLIib framework
that includes machine learning algorithms. Due to our reasoning being creating
a simple yet effective application to deal with large data sets analysis we decided
to use Sprak’s MLIib library to implement the Random Forest algorithm. Ran-
dom Forest is a decision tree-based ensemble method used for both classification
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and regression tasks. An ensemble classifier makes a prediction based on the
combined results from base classifiers (decision trees). Decision trees use tree-
like decision model where nodes represent a condition that splits the tree into
branches that could either lead to another node or if the branch does not split
anymore with a leaf. For classification task, the leaf is simply a class label. Deci-
sion trees use cost function to calculate which of the candidate splits is best.
One of the measures of calculating the benefit of a split is Gini index [12].

To adhere to the internal workings of the framework the objects in the data
sets were represented as follows - the first value represented the label and the
following the features of as object preceded by its index and separated by a colon.
The presented algorithm utilities structures and mechanism native to Spark i.e.
resilient distributed datasets (RDDs) and Direct Acyclic Graph (DAG). The
steps of the algorithm are shown in Table 1.

Table 1. Random Forest algorithm implemented in Spark

Algorithm 1. Random_Forest Spark

: Initialize SparkContext

: Loading the data set

: Splitting the data set into training data and test data

: Training the Random Forest model:

Set the starting parameters of the algorithm

Use bootstrapping to generate a subset to train every
tree in the ensemble on

7 Train each tree in parallel

8: Calculate the prediction using majority vote

9

1

: Calculate the classification error

0: end;

5 Experiments

The application was run on Apache Spark 2.1.0 using HDFS as the file system
and YARN as a resource manager. We tested several data sets with number
of 100k, 500k, 1M, 10M and 20M instances using seven different cluster con-
figurations build by utilizing the Google Cloud Platform service. The clusters
composed of standard 2 and 4 core commodity PC’s. For more detailed descrip-
tion refer to Table 2, where:

— No. of cores - the number of cores in a single PC in the cluster;

— No. of Worker Nodes - the number of Workers excluding the Master Node;
— RAM (single machine) - the RAM memory of a single PC;

RAM (cluster) - the RAM memory of all the machines used as Worker Nodes;
for configuration 1 and 5 the RAM memory of a cluster is simply the memory
of a single machine since there’s only one machine that will run task from
both Master and Worker nodes;
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— Disk capacity - the amount of disk storage for each machine;

— YARN - the number of YARN instances counted as No. of Workers -
No. of cores;

— YARN mem. - the amount of memory allocated to YARN counted as
RAM (cluster) - 0.8;

As a measure of comparison, we implemented an additional ensemble using
SKlearn library’s Random Forest classifier to showcase the performance of the
algorithm implemented using parallelized MLIib framework against a method
developed using the traditional approach. Each instance was run given different
parameters of the Random Forest algorithm, meaning the tree depth and num-
ber of trees in the ensemble. For configurations of a cluster with no worker node
computations for instance of 10M and 20M were omitted due to too long for
the objective designs of the project. Tests were performed for each configuration
and data set using four different values for the number of trees in the ensemble
as well as three different values for the depth of a single tree and then repeated
5 more times, to ensure the stability of obtained results. The metrics used to
measure the performance were time (in seconds) and accuracy defined as the
number of correctly classified instances divided by all the instances in a data
set.

Table 2. Cluster configurations

Conf.No. of coresNo. of worker nodesRAM (single machine) RAM (cluster)Disk capacity YARNYARN mem.
1 2 0 7.5GB 7.5 GB 10 GB 2 6 GB
2 2 2 7.5 GB 15GB 10GB 4 12GB
3 2 4 7.5 GB 30GB 10GB 8 24 GB
4 2 6 7.5 GB 45 GB 10 GB 12 36 GB
5 4 0 15GB 15GB 10 GB 4 12GB
6 4 2 15GB 30GB 10 GB 8 24 GB
7 4 4 15GB 60 GB 10 GB 16 48 GB

Our aim was to not only analyse the performance of the framework based on
a MapReduce paradigm itself but also confront it against traditional methods of
designing an algorithm to showcase the potential as well as drawbacks of such
solution. In order to achieve it we used different configuration to gauge how
different parameters of the cluster affect its overall work.

One of the questions was how significant of an impact does the processing
power and memory capacity of a single machine has on the cluster as opposed
to the number of Workers included in it. The results can be observed on Fig. 1.
Comparing two clusters one made of two core PCS and consisting of four Work-
ers and the other made of four core PCs and only two Worker machines. The
obtained results indicate that those two qualities of the cluster affects its execu-
tion in a similar manner i.e. the cluster composed of two core PCs with a number
of four Workers can perform just as well if not better than a cluster made of
PCs with four core CPUs but two times fewer Workers.
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Configuration
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Fig. 1. Comparison between execution time for a cluster made of PCs with 2 core
CPUs and 4 Workers and a cluster with 2 Workers and PCs with 4 core CPUs

It’s of utmost importance to note that while both Hadoop and Spark are
great tools when dealing with large data sets they are not an especially right
choice when performing an analysis of data sets of smaller volume. What one
has to consider is that the execution time in MapReduce framework is depen-
dent on the time in which the slowest map and reduce tasks are completed.
Balancing the workload in between the phases in the framework may very well
be the most challenging part of designing the algorithm the hardest especially
managing the input for the reduce tasks so that the workload for this specific
phase is as even as possible. Additionally the management of distribution of
the tasks by YARN causes additional delay. Both the strengths and pitfalls of
a solution based on MapReduce paradigm can be observed on Fig.2 where it’s
noticeable that for smaller data sets e.g. 100k or 500k instances the benefits of
using MapReduce is very scarce. The advantage really shows for data sets of 1M
and more instances where the execution of MapReduce based solution outper-
forms the traditional approach based on Fig. 3. Not taking into consideration the
aforementioned issues of MapReduce framework can lead to a situation where
simply upgrading i.e adding more machines to the cluster may not generate much
gain.

Comparing traditional approach with MapReduce implementation demon-
strated that for data sets consisting of 100k instances the method former i.e.
application run locally using SKlearn performed slightly better than the for-
mer using Spark’s MLIib - Fig. 4. That discrepancy can be of course attributed
to the implementation of the classifier itself. For data set of 500k the situation
however becomes much more clear as the performance of the SKlearn-based algo-
rithm decreases sharply as opposed to the MLIlib implementation. Once again its
worth noticing that while for that particular set the use of solution utilizing the
MapReduce model can be beneficial it is still obvious that deciding on proper
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Fig. 2. Execution time for data sets of 100k, 500k and 1M instances on PCs with 2
core CPUs. Tree depth = 3, number of trees = 100
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Fig. 3. Execution time for data sets of 10M- and 20M instances on PCs with 2 core
CPUs. Tree depth = 3, number of trees = 100

configuration of the cluster is an issue that should be addressed carefully. A gen-
eral assumption can be made that the bigger the data set the more beneficial it
is to use more workers. However the issue is far more complex due to the need
to balance the workload on each of the workers as well as manage the resources
of YARN.

Another important aspect that needed to be addressed was the influence of
using different number of clusters on the predictive abilities of the classifier.
Tables 3 and 4 present the value of classification error in relation to the number
of instances in the data set and the number of workers in the cluster. There
is no relation on the quality of prediction and the number of workers, so that
parameter cannot affect the accuracy of the classifier.
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Fig. 4. Comparison between execution time of MLIlib implementation and Sklearn on
PCs with 2 cores. Tree depth = 3, number of trees = 50.

Table 3. The classification error for MLIib implementation. Tree depth = 4, number
of trees = 100

No. of workers/No. of instances | 100k | 500k | 1M | 10M | 20M
2 0.09 [0.09 |0.07|0.07 | 0.07
4 0.06 | 0.07 |0.08]0.08 |0.07
6 0.07 |0.07 {0.07|0.07 | 0.08

Table 4. The classification error for MLlib implementation. Tree depth = 5, number
of trees = 100

No. of workers/No. of instances | 100k | 500k | 1M | 10M | 20M
2 0.06 | 0.06 |0.06|0.06 |0.05
4 0.06 {0.05 {0.05]0.05 | 0.06
6 0.05 {0.05 {0.05]0.05 | 0.06
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Table 5. The execution time and speed-up values for different cluster configurations.
Tree depth = 3, number of trees = 50

No. of workers | 100k 500k 1 mln
Time [s] | Speed-up | Time [s] | Speed-up | Time [s] | Speed-up
1 60 1 124 1 210 1
2 51 1.17 78 1.56 134 1.56
4 53 1.13 83 1.53 91 2.3
6 57 1.05 85 1.49 100 2.1

Table 6. The execution time and speed-up values for different cluster configurations.
Tree depth = 3, number of trees = 50

No. of workers | 10 mln 20 mln
Time [s] | Speed-up | Time [s] | Speed-up
1 n/d n/d n/d n/d
2 928 1 1855 1
4 448 2.07 800 2.32
6 301 3.08 586 3.17

6 Conclusion and Future Works

In this paper we discussed the current state of Big Data analysis presenting
a quick overview of challenges and connected areas of research. We also pro-
pose an extension of the standard Random Forest algorithm for the distributed
framework Apache Spark. The method has been adapted to handle Big Data.
The introduction of MapReduce model enabled a new way of tackling some of
the difficulties of processing large data sets. However, one must take into consid-
eration that not only the advantages but the potential pitfalls of the MapReduce
paradigm are present. It is not in any way a golden solution for every situation
and prior knowledge of the inner-workings of tools based on this approach is a
must. The advantages of using MapReduce can be easily observed on datasets
of larger volume, while for the smaller datasets the profit is negligible. Tables 5
and 6 showcase the speed-up obtained for datasets of five different volumes: 100
000, 500 000, 1 million, 10 million and 20 million for various configuration of the
cluster, consisting of one, two, four and six worker machines. The gain in case of
datasets below 1 million while present, is much less significant than in datasets
consisting of 10- and 20 million of instances. It’s worth noticing that there seems
to be a threshold after which enlarging the number of machines in the clus-
ter fails to improve the performance. We have demonstrated that technologies
such as Apache Spark making use of the MapReduce paradigm can significantly
reduce the execution time. One of the most crucial point stressed in the simu-
lations is that for small data sets using solutions based on MapReduce model
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could be ineffective in comparison with the traditional (serial) approach to data
processing. The discussion sketched about implemented Random Forest can be
extended. In the future not only single data streams, but also entail unbounded
data should be processed in an online fashion to obtain real-time answers.
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Abstract. Social networks contain a lot of useful medical information
in users’ and communities’ posts especially about adverse drug reac-
tions. But before processing of the medical communities, it is important
to be aware of their implicit features, which could affect the reliability
of the information retrieved. We use the principal component centrality
evaluation to reveal features of the distribution of influence of commu-
nity members. Cosine similarity was used to compare vocabularies and
structural indicators of communities of different types. As a result of
the research, it was found that the medical communities have significant
similarities with the communities of mothers of young children, so they
can be used as an extension of the information database on the collec-
tion of the drug response. In addition, medical communities may have
an atypical structure with several users who have high influence in a
particular group, which shows that is necessary to verify the reliability
of the information retrieved.

Keywords: Social network analysis + Eigenvector centrality
Principal component centrality + Medical network - ADR
Pharmacovigilance

1 Introduction

Modern medicine is moving toward person-oriented treatment. Patient-Centered
Care is an actual global trend in pharmacovigilance researches [12,14,17].
According to [17], with a growth in per capita prescriptions medication, it is
important to detect adverse drug reactions (ADR) by reliable pharmacovigi-
lance systems.

In the developed countries, mostly there are pharmacovigilance centers that
formally collect ADR from drug manufacturers and patients. For instance, in the
USA there is a US FAERS! maintained by US Food and Drug Administration. In

! Food and Drug Administration Adverse Event Reporting System: https://www.
fda.gov/Drugs/GuidanceComplianceRegulatoryInformation/Surveillance/AdverseD
rugEffects.
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France, ADR collecting is maintained by the ANSM?2. ADR spontaneous reports
can be made by professionals, and for consumers have become available since
2011.

In some developing countries, there are also formal centers for collecting
ADR, but they may not focus on patient reporting. For example, as concern-
ing to official information, in 2016, Russia entered the Good Pharmacovigilance
Practice rules. However, this system is aimed not so much at fixing individ-
ual cases of ADR as on withdrawing poor-quality batches of medicines from
the turnover. The practice of individual doctors and, especially, the opinion of
individual patients do not fall in this database.

In this regard, the role of practitioners and patients as information providers
for the pharmacovigilance system increases [6,19]. Social networks can become
a promising additional source of ADR in developed countries and essential for
developing countries. An analysis of social networks in which patients share expe-
rience in treatment and drug use could facilitate information gathering process
by increasing the available information base.

The goal of this paper is to identify the specifics of medical communities
in social networks that can affect the interpretation of users’ reports, namely
specifics of community structure regards to nodes with the highest level of influ-
ence (opinion leaders) [15,18]. As will be seen later, some types of communi-
ties do not have groups with a specific distribution of influence. Therefore, the
objective of identifying groups with a distinct influence distribution is not as
straightforward as it might seem.

Some communities can be considered as an additional source for collecting
ADR in case of they discuss similar topics. Basically, the general theme of the
community is reflected in its name. And communities of a close general theme
can be used as an extension of the database. In order to confirm this hypothesis
we compare medical communities with communities of mothers of young children
and communities of trade and rent real estate.

This paper is organized as follows. In Sect.2 we provide works related to
patient-oriented treatment state-of-the-art, medical social network analysis tasks
and methods used for social network analysis. Section 3 presents methods we used
for comparing medical communities with non-medical ones and communities we
chosen to study. The results of performed work presented in Sect. 4, followed by
conclusion and future work.

2 Related Works

Borgatti et al. [3] propose several task types of network analysis, including sim-
ilarity analysis (location, membership, attribute), social relations analysis (kin-
ship, social role, affective, cognitive), interactions and flows.

2 French Medicines Agency — Agence nationale de sécurité du médicament et des
produits de santé.
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Loscalzo and Yu [10] present various methods of social network assessment,
e.g. they given common notations of the most applicable centralities, including
eigenvector centrality, which we use in this paper.

Review of patient-centered pharmacovigilance state-of-the-art is made by
Saleh et al. [14]. Authors selected several of the most popular resources for
searching scientific publications, and looked for papers corresponding to the
participation of patients in ADR reporting.

To compare several users in their drug reaction, Jiang and Yang [9] propose
using cosine similarity. In their ProfileNet method of estimating similarity, they
analyzed online medical forums to collect users posts with comments about tak-
ing drugs and compared all posts of individual users in pairs in order to estimate
the similarity of each two users.

Ilyas and Radha [8] study methods for determining the influence of nodes
in massive social networks. The authors propose using the principal component
centrality (PCC) to enhance eigenvector centrality (EVC) and obtain more accu-
rate result of the impact evaluation. In the study, they compare the EVC and
PCC methods in determining the most influential nodes of specific networks.

Nevertheless, none of the works mentioned above discuss the specifics of
processing particular communities. In the next section, it will be said that some
communities may have a type of structure that can affect the results of the
data analysis and should be taken into account when developing the analysis
algorithm.

3 Methods and Materials

In this paper, we implement three methods for comparing social communities to
assess the specificity of medical groups. These three methods can be divided into
two sections: structural methods and the semantic method. Using the structural
methods, we are trying to find out the structural properties of medical commu-
nities. The semantic method is represented by an analysis of the similarity of
community vocabularies. The purpose of this method is to identify similar topics
of discussion in different communities.

For analysis, we select groups in the VK? social network service with mainly
Russian-speaking users. Each group is a community, where users read posts
on the public wall of the community, made by moderator/administrator of a
particular group. Users are able to suggest their own posts and discuss every
post in comments. For comparison, we chose 15 groups of different categories:
medicine, real estate rental and childcare. We call these categories “medicine”,
“realty” and “mommies”. In each category, five groups are selected.

In the category of medicine, the range of users in a group is from 5,000 to
3,000 users, and the number of messages on the wall is from 500 to 4,000. For
groups of category of mommies, the number of users in the group is from 25,000
to 30,000, and the number of messages is between 2,000-10,000. And for groups

3 https://vk.com.
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of the realty category, the number of users by groups is from 15,000 to 30,000,
and the number of messages is between 2,000-10,000.

3.1 Structure Features

Principal Component Analysis. To estimate structural specificity, we used
Principal Component Centrality evaluation (PCC). Ilyas and Radha [8] propose
to calculate the eigenvector centrality (EVC) for estimating the influence of
nodes, and then use PCC to recalculate the distribution of influence taking into
account several influential neighborhoods.

According to this approach, we calculated EVC for each group, then took
the 50 most influential nodes and calculated PCC using Eq. (1) in matrix form.

Cpr=vVXnxp ®Xnxp)(Apxi ©Apxi1) (1)

Cp denotes vector of all centralities of group nodes calculated with principal
components, Xy« p is a matrix of eigenvectors according to top P eigenvalues
for N nodes; Apyq is a vector of P top eigenvalues.

Similarity Analysis of Groups Indicators Vectors. For each group in the
sample, we calculated the indicators which reflect the structure properties of the
communities according to [13] (descriptions are given in the Table1). For the
calculation, we used the Gephi? software and the igraph R package [5].

Structural similarity is assessed by comparing the values of group indica-
tors compiled in vectors I. To determine the similarity of two vectors a cosine
similarity commonly used [16]. Cosine similarity ranges from —1 to 1, meaning
exactly opposite vectors and absolute identical ones respectively. For example,
structural similarity between group g¢; and g, is presented in (2).

3.2 Semantic Features

Vocabulary Similarity. As proposed by Jiang and Yang [9], the similarity of
group vocabulary can also be estimated from the cosine similarity. The vocabu-
lary of the group denotes a range of words used by users of a specific group.

For every group, we have prepared the word list consisting of all the words
from the group public wall. After cleansing the word set, we compare the word
coincidence rates for each groups pair. Thus, the calculated similarity of vocabu-
laries of groups pair is performed as a calculation of the cosine similarity between
the two word vectors w; and w;. Words in vectors are sorted such that each
row in the vector w; stands for the same word as the same row in the vector
w;. Vocabulary similarity between group g¢; and g, is presented in (3).

I, 1.

S(995) = T 2

96:95) = [T @)
w; - W,

ngﬁg’ = : I 3)

(96:97) = {rayel g ] (

* https://gephi.org/.
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Table 1.

Indicators used for group comparison

Indicator

Description

Active users

Number of users who left any activity on the
community wall

Population

The total number of members of the group and users
who left any activity on the wall

Clear population

Population without deactivated or deleted users

Members

The number of formal members among the Clear
population

Share active members

The proportion of active users who are formal
members of the group

Connected users

Number of users within a group who have at least one
connection with another member

Connected users share

The proportion of Connected users in the total
amount of members

Isolates

Number of isolates within the group

Isolates share

The proportion of isolates in the Clear population

Edges

Number of edges of the “friendship” network

Connected components

Number of connected components in the “friendship”
network [4]

Vertex giant component

The proportion of vertices in the biggest connected
component of the “friendship” network

Density

Density of the network of “friendship”. The density of
a network is the ratio of the existing connections of
the graph to all possible for a graph with the same
number of vertices

Density without isolates

Density only among connected users

Modularity

The modularity value (from 0 to 1) [11]

Clusters

Number of detected clusters for a network without
isolates [1]

Mean geodesics

Average geodesic distance of the “friendship” network.
Geodesic distance is the shortest path between any
pair of network nodes

Diameter

The diameter of the “friendship” network (the
maximum geodesic distance in the graph)

Mean degree

The average value of the degree centrality of the
network of “friendship” for a complete network [7]

Female share

The proportion of female users among the clear
population of the group

Writer share

The proportion of participants who create content in
the group in the form of posts or comments

Liker share

The proportion of participants who only put “likes” on
the content of the group

Passive share

The share of passive users who do not “like” and do
not create content. They are a subset of the formal
members of the group
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4 Results and Discussion

Principal Component Analysis. The results of the PCC analysis are shown
in Fig. 1. The calculated centrality is regarded as the influence of the node. For
most groups, the distribution of influence is similar, and close to the power law
distribution. The number of the most influential node usually close to 1. Realty
groups are all the similar and have a distribution of power law. However, two
groups: one of medical, the other from the mommies category, have a distinctive
pattern (Fig.2). As it will be seen in the following sections, such similarity has
a specific validity.

A typical scree plot, depicted in most of the distribution plots in Fig. 1 refers
to the most common types of communities with a centralized structure. In these
communities, leadership and hierarchical distribution of influence are clearly
expressed, where the next less influential node in the range of nodes sorted by
influence has much less influence than the previous one [2].

The study shows that medical and mommies groups can have a distinct dis-
tribution of the influence. Figure 2, presents two plots for medical and mommies
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