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Data mining in genomics and proteomics

Studies in genomics and proteomics are contribut-
ing to major improvements in the field of medicine.
Genomics is generating biomedical information
that is very relevant to clinical diagnosis and ther-
apy. Proteomics is providing researchers with
important data concerning the structure and func-
tion of proteins. All this information undoubtedly
benefits fields like drug design and the protein
industry. However, the amount of new information
is so great that data mining techniques are essential
in order to obtain knowledge from the experimen-
tal data.

This special issue focuses on data mining techni-
ques that transform genomic and proteomic infor-
mation into knowledge. The six papers included in
the issue cover different data mining methods such
as Bayesian networks, decision trees, feature subset
selection, hierarchical clustering, k-NN, logistic
regression, na½̈ve Bayes, neural networks, principal
components analysis, and rule induction.

The paper by Inza, Larrañaga, Blanco, and Cer-
roloza contributes to the field of gene selection in
DNA microarray data sets. It makes an empirical
comparison between filter and wrapper approaches
in four classification paradigms (decision trees, k-
NN, na½̈ve Bayes, and rule induction) for colon and
leukemia data sets. Most of the genes selected by
the proposed filter and wrapper procedures appear
on the lists of relevant genes detected by previous
studies.

Randall, Baldi, and Villarreal’s paper introduces
a new resource containing structural information of
poxvirus proteins: the Poxvirus Proteomics Data-
base (PPDB). Poxviruses and the like are of special
interest nowadays because they can be used as
bioterrorist weapons. In the PPDB, the authors
developed bioinformatics structure prediction
tools, based on bi-directional recurrent neural net-
works and on a genomic scale, that render results
in a format accessible to the public. The current
version of the system contains both predicted
and experimentally determined information about
protein structure features, such as secondary struc-
ture and relative solvent accessibility, or tertiary
structure and homology information.

In the paper by Robles, Larrañaga, Peña, Mena-
salvas, Pérez, Herves, and Wasilewska a new multi-
classifier that combines some of the best secondary
structure prediction methods is presented. The
multi-classifier is based on a semina½̈ve Bayes
model, learned from a wrapper approach, that
combines the results provided by JPred, SSPro,
PHD, PSIPRED, PROF, and SAM-TO2. The results
obtained by the multi-classifier over nine different
data sets show the superiority of the proposed
approach.

In the next paper, Walker, Smith, Liu, Famili,
Valdés, Liu, and Lach address the problem of deal-
ing with microarray data that come from two known
classes (Alzheimer and normal). They applied three
separate data mining techniques–—hierarchical clus-
tering and two statistical tests–—to discover genes
associated with Alzheimer’s disease. The 67 genes
identified in this study included 17 genes that are
already known to be associated with Alzheimer’s
and other neurological diseases. Twenty known
genes, not previously related to the disease, have
been identified, besides 30 uncharacterized
expressed sequence tags.

Weber, Vinterbo, and Ohno-Machado investigate
several algorithms to select gene classification mar-
kers. The authors test these algorithms through
logistic regression, and demonstrate, using ten dif-
ferent data sets, that a conditionally univariate
algorithm is a viable way of quickly determining a
set of gene expression levels that can work as
disease markers. The paper proves that the classi-
fication performance of logistic regression differs
only slightly from the performance of more sophis-
ticated algorithms applied in previous studies, and
that the gene selection in the logistic regression
paradigm is reasonable.

Finally, the main topic of the paper by Yoo and
Cooper is modeling the expected value of experi-
mentation–—intervention and observation–—to dis-
cover causal pathways in gene expression data.
The system introduced, named GEEVE, helps biol-
ogists to discover gene-regulation pathways,
recommending which experiments to perform and
the number of measurements to include in the
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experimental design, and providing a Bayesian ana-
lysis that combines prior knowledge with the results
of recent microarray experiments to derive poster-
ior probabilities of gene-regulation relationships.
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