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Abstract

In this paper, an approach to study the nature of the classification models induced by Machine Learning algorithms
is proposed. Instead of the predictive accuracy, the values of the predicted class labels are used to characterize the
classification models. Over these predicted class labels Bayesian networks are induced. Using these Bayesian networks,
several assertions are extracted about the nature of the classification models induced by Machine Learning algo-

rithms. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The objective of a supervised classification
learning algorithm is to induce a general rule
that allows us to classify new examples
Ex ={eu1,...,e.m} that are only characterized
by their p descriptive variables. To generate this
general rule, we have a set of n samples
E={e,...,e,} characterized by p descriptive
variables X = {X,...,X,} and the class label
C ={w,...,w,} to which they belong. The gen-
eral rule (or classifier) can be seen as a classifica-
tion hypothesis (or model) induced by the learning
algorithm.

This problem was studied by the statistic com-
munity (Duda and Hart, 1973), using the term
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Pattern Recognition. In the Machine Learning lit-

erature, many representations for inducing classi-

fication hypotheses have been suggested (including

decision trees, rule induction, Naive Bayes or k-

NN), assuming the target function belongs to

some restricted space of hypotheses.

To form a hypothesis structure, an algorithm
makes assumptions, which are called biases in
Machine Learning. Apart from the data, biases are
the principal builders of a learning algorithm’s
hypothesis. A question of interest for researchers
in Machine Learning is how to define the biases of
existing algorithms and how to find out when a
given bias is appropriate, based on background
knowledge. Biases can be divided into two types
(Kohavi, 1995a):

e Restricted hypothesis space bias. This bias as-
sumes that the model belongs to some restricted
space of hypotheses, typically defined in terms
of their representation. For example, most deci-
sion tree algorithms restrict the hypothesis
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space to the space of finite trees with univariate

splits in its nodes, assuming that classes are sep-

arated by line segments parallel to the coordi-
nate axes.

o Preference bias. This bias places a preference or-
dering on hypotheses. Many times the prefer-
ence ordering is defined by how the search
through the space of hypotheses is conducted.
Most preference biases attempt to minimize
some measure of syntactic complexity, follow-
ing Occam’s Razor principle of preferring sim-
pler hypotheses.

Regarding the large amount of available algo-
rithms, the user is frequently faced with the
problem of selecting the ideal algorithm for a
specific dataset, trying to select the learning algo-
rithm of which the biases are best suited to the
data. The ambitious objective of generating and
selecting a unique winner algorithm for all datasets
has been rejected by the empirical evidence of the
‘No Free Lunch Theorem’ (Kohavi et al., 1997).
The selection of the ‘best’ algorithm, usually only
based on the error percentage, had the effect of
mainly focusing the attention of the Machine
Learning community on predictive accuracy. A
no-end career can be felt in Machine Learning,
with the aim of constructing the algorithm with the
highest predictive accuracy for each dataset. In
this way, Clark (1998) mentioned us the obsession
of the Machine Learning community with sum-
mary statistics.

Since our aim is to study the learning algorithm
induced hypothesis’ nature, we think that the error
percentage, which is a measure of the accuracy of
the generated model, cannot help us. Instead of the
predictive accuracy, the class predictions will be
used as the external expression of the hypothesis
induced by the learning algorithm. The probability
distribution of the class predictions of a set of
learning algorithms over a dataset will be studied
in a joint manner by a Bayesian network, dis-
playing the joint behaviour of the hypotheses in-
duced by these algorithms.

We will consider the qualitative part of one
kind of probabilistic graphical models known as
Bayesian networks to represent the joint behaviour
of learning algorithms. Using the semantics of the
Bayesian networks, regularities are found, based

on the definition of conditional independence,
about the classification hypotheses induced by
common Machine Learning inducers over a set of
medical datasets. The method proposed in this
paper does not compare or study algorithms from
the point of view of classification accuracy. The
nature of the hypotheses induced by a set of al-
gorithms is our main interest: thus, for this pur-
pose, class predictions are used.

The work is organized as follows. Section 2
introduces Bayesian networks, based on the con-
ditional independence concept. Various ap-
proaches for inducing Bayesian networks are also
related. Section 3 presents the datasets and Ma-
chine Learning algorithms used and the chosen
methodology for inducing the Bayesian networks.
The proposed concepts to extract conclusions
from the Bayesian networks about the joint be-
haviour of the algorithms also appear in this sec-
tion. Section 4 shows the results obtained in tested
domains and their interpretations. A resumé and
future work appear in Section 5.

2. Bayesian networks

Bayesian networks (BNs) (Pearl, 1988) consti-
tute a probabilistic framework for reasoning under
uncertainty. From an informal perspective, BNs
are directed acyclic graphs (DAGs) where the
nodes are random variables and the arcs specify
the independence assumptions that must be held
between the random variables. BNs are based
upon the concept of conditional independence
among variables. This concept makes a factoriza-
tion of the probability distribution of the
n-dimensional random variable (Zy,...,Z,) possi-
ble in the following way:

P(ziy...,z,) = ﬁP(z,- | pa(z)),

where z; represents the value of the random vari-
able Z; and pa(z;) represents the value of the ran-
dom variables parents of Z;.

Thus, in order to specify the probability distri-
bution of a BN, one must give prior probabilities
for all root nodes (nodes with no predecessors) and
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conditional probabilities for all other nodes, given
all possible combinations of their direct predeces-
sors. These numbers, in conjunction with the
DAG, specify the BN completely. Once the net-
work is constructed, it constitutes an efficient
device to perform probabilistic inference. Never-
theless, the problem of building such a network
remains. The structure and conditional probabili-
ties necessary for characterizing the network can
be either provided externally by experts or ob-
tained, as in this paper, from an algorithm which
automatically induces them. Due to the availabil-
ity of large amounts of data coming from uncer-
tain domains and the difficulties in having an
expert that represents the conditional indepen-
dencies, a development of automatic or semi-au-
tomatic methods that induce the Bayesian network
structure has occurred, expressing the cited con-
ditional independencies. The problem of inducing
a Bayesian network structure from a set of data —
also fixing for each variable the maximum number
of parents — is NP-hard (Heckerman et al., 1995).

Structural learning methods can be classified
using different criteria. One approach, with meth-
ods based on statistical tests of conditional inde-
pendence (Kreiner, 1989), constructs a list of
conditional dependencies and independencies for a
three variable set. A Bayesian network is then
created with the aim of reflecting the conditional
(in)dependencies of the list. However attractive,
this approach has lost relevance against the ap-
proach so called ‘score + search’.

In this second approach, a metric or score
(measuring the accuracy of the hypothesis struc-
ture) and a search procedure are defined. The
procedure guides the search in an intelligent way in
the huge space of Bayesian network structures,
whose cardinality is expressed by Robinson’s for-
mula (Robinson, 1977). Between the quality mea-
sures we will cite Bayesian approaches (Cooper
and Herskovits, 1992; Heckerman et al., 1995),
approaches based on an information criterion
(Herskovits and Cooper, 1990) and ones based on
the minimum description length (Lam and Bac-
chus, 1994). There are many search strategies: we
can cite greedy procedures (Cooper and Hers-
kovits, 1992), tabu search (Bouckaert, 1995) or
genetic algorithms (Larranaga et al.,, 1996;

Etxeberria et al., 1997). For a review of automatic
learning methods (Heckerman, 1995) can be con-
sulted.

The objective of this work is to express the joint
behaviour of a set of known Machine Learning
algorithms using an automatically generated
Bayesian network. Indeed, we will use the expres-
sive capabilities of the Bayesian networks: condi-
tional independence relations between subsets of
three Machine Learning algorithms and the con-
nections between the nodes of the net.

Lauritzen et al.’s criteria (Lauritzen et al., 1990)
to find conditional independencies inside the net
will be used. The definition of conditional inde-
pendence is as follows (Dawid, 1979).

Let X,Y and Z be three disjoint sets of
variables, then X is said to be conditionally inde-
pendent of Y given Z, if and only if
p(x | z,y) = p(x | 2), for all possible values x,y and
z of X,Y and Z, and then we write I(X,Y | Z);
otherwise X and Y are said to be conditionally
dependent given Z, and then we write D(X, Y | Z).
The definition of conditional independence con-
veys the idea that once Z is known, knowing Y can
no longer influence the probability of X. In other
words, if Z is already known, knowledge of Y does
not add any new information about X.

3. Proposed approach
3.1. Datasets used

Eleven medical databases from the UCI Ma-
chine Learning Repository (Murphy and Abha,
1994) are selected. Selecting the datasets from a
specific domain, we hope to obtain more homo-
geneous conclusions. All databases have a separate
set of training data and testing data in a 2/3:1/3
proportion. The characteristics of the databases
are given in Table 1.

3.2. Classifiers

Fourteen well-known learning algorithms with
different biases are used in experiments. Most rel-
evant biases for each algorithm will be cited:
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Details of tested domains®
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Domain

Number of examples

Number of classes

Number of attributes and types

Breast cancer
Breast (Wisconsin)
Cleveland
Diabetes (Pima)
Echocardiogram
Heart disease
Hepeatitis
Hungarian
Hypothyroid
Liver (BUPA)
Lymphography

191 TRN - 95 TST
466 TRN — 233 TST
202 TRN - 101 TST
512 TRN - 256 TST
87 TRN — 44 TST
180 TRN - 90 TST
103 TRN - 52 TST
196 TRN - 98 TST
2,108 TRN — 1,055 TST
230 TRN - 115 TST
98 TRN — 50 TST

2 9N
2 10C

2 6C, 7N
2 8C

2 6C, 1N
2 13C

2 6C, 13N
2 8C, 5N
2 7C, 18N
2 6C

4 19N

#TRN: training; TST: test; C: continuous; N: nominal.

ID3 decision tree algorithm (Quinlan, 1986)
which only pre-prunes the tree. It carries out
univariate splits in tree nodes.

C4.5 decision tree algorithm (Quinlan, 1993).
Other than /D3, it makes a post-pruning phase,
based on an error-based-pruning algorithm.
Univariate splits in tree nodes are carried out.

OCI oblique decision tree algorithm (Murthy
and Salzberg, 1994). It builds a hyperplane
(considering all the features) at each tree node,
using a randomized mechanism. It also incorpo-
rates a post-pruning strategy.

T2 two-level univariate-split decision tree algo-
rithm (Auer et al., 1995). It builds the two-level
decision tree that minimizes the number of er-
rors in the training set.

Naive Bayes (NB) algorithm (Cestnik, 1990). It
is based on Bayesian rules and assumes inde-
pendence between the occurrences of feature
values to predict the class.

Naive Bayes Tree (NBTree) algorithm (Kohavi,
1996). It runs NB at the leaves of a univariate-
split decision tree.

HOODG builds oblivious graphs bottom-up
(Kohavi, 1995a). It can be seen like a decision
tree that tests the same single attribute in all
the nodes of the same level. It is coupled with
feature subset selection (wrapper form (Kohavi,
1995a)) and discretization of data.

IBI Aha et al.’s instance-based inducer that us-
es homogeneous weights for all attributes to
compute the dissimilarity function, assuming
that all features do not have the same relevance
to define that class (Aha et al., 1991).

e [B4 Aha et al.’s instance-based inducer that in-
corporates a weight learning capability: differ-
ent weights are computed for each feature,
according to its relevance, assuming that all fea-
tures should not have the same importance to
define that class (Aha et al., 1991).

e PEBLS instance-based inducer (Cost and Salz-
berg, 1993). It incorporates MVDM distance
metric to deal with symbolic features, a modifi-
cation of VDM metric.

o Tuable-majority is based on decision table para-
digm (Kohavi, 1995b). It stores a table of all in-
stances, predicting according to the table. If an
instance is not found, it predicts the majority
class. As for HOODG, it is coupled with feature
subset selection and discretization of data.

e OneR is a simple learning algorithm inspired by
Occam’s razor. It computes the one-level deci-
sion tree that minimizes the number of errors
in the training set (Holte, 1993).

e CN2 rule induction algorithm, based on the
work of Clark and Nibblet (1989). It uses statis-
tical tests to expand classification rules. It does
not have a post-prune mechanism.

e Ripper rule induction algorithm, based on the
work of Cohen (1995). Other than CN2, Ripper
post-prunes the generated rules by the “Re-
duced Error Pruning” technique (Quinlan,
1993).

Experiments are run on a SUN-SPARC computer

using the MLC++ Machine Learning library of

programs (Kohavi et al., 1997) and Hugin soft-
ware (Andersen et al., 1989) for the management
of Bayesian networks. Each algorithm is run with
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its default parameters. No special treatment is
done for unknown values, exploiting for each al-
gorithm its own characteristics. PEBLS and
HOODG algorithms are not able to handle un-
known values: thus, they are only used in the four
datasets without unknown values (diabetes, heart,
liver and lymphography).

For each database and algorithm, a classifica-
tion model is induced using the specified training
set: when run with fixed default parameters, this
process is deterministic for all algorithms except
for OCI. ' This model was used to classify the
instances of the test set and, then, the class pre-
dictions for these test instances are saved in a new
file. In this way, running all the algorithms over a
database, we construct a new file where the rows
represent the samples of the test set and the col-
umns represent the learning algorithms: thus, in
the (i, /) position of the constructed file, the class
label prediction made by the jth classifier for the
ith instance of the test set will appear.

We will use this new file as input to induce the
Bayesian network. For a domain, each column of
this file summarizes the probability distribution of
the hypothesis induced by a learning algorithm. It
must be noted that the real class label of each test
instance does not appear in this file. Neither does
any accuracy measure of each algorithm. The
Bayesian network will only reflect the joint prob-
ability distribution of the class label predictions of
used inducers.

3.3. Proposed modelization for inducing the Bayes-
ian network structures

The structure of the Bayesian network is in-
duced, as cited in Section 2, by the ‘score + search’
approach. The implementation proposed in (La-
rranaga et al., 1996) is used: with the Bayesian K2
metric (Cooper and Herskovits, 1992), the search
is conducted by an elitist genetic algorithm, hy-
bridized with a local optimizer.

1 OCI incorporates a randomized component to form
splitting hyperplanes: in the datasets tested, predictions of
different 10 runs were nearly the same. Predictions of a
randomly selected run are used.

Ten of the eleven databases (all except hypo-
thyroid) have test sets with less than 300 instances.
Due to this absence of data, a typical problem in
medical domains, the Bayesian networks induced
from these restricted sets had high level of con-
nectivity, indicating an ‘overfitting’ to the data
(Quinlan, 1989). A simplification of the induced
Bayesian network is conducted using an intuitive
mechanism:

e An ordered list of the arcs appearing in the
‘overfitted’ network is assembled. The order re-
flected the influence of the arc in the overall K2
metric of the network structure.

e Half of the most influencial arcs are maintained.
Half of the least influencial arcs are removed.

e Then, we start a Recover procedure for the re-
moved arcs: taking into account two of the least
important arcs maintained in the network, we
consider recovering the removed most impor-
tant arc. If the influence of this removed arc is
smaller than half of the mean of the influence
of the two least important arcs maintained, then
the Recover procedure is stopped. Otherwise, the
removed arc is recovered in the network and the
recovering of the next removed arc is considered
(taking into account the arc recently recovered
in the network structure). Continue until stop.

The Recover procedure can be seen as a heuristic of

the ‘likelihood ratio test statistic’. With this sim-

plification procedure, interpretable structures are
achieved. This simplification procedure is not done
for the hypothyroid database because its Bayesian
network is induced from 1055 cases, a sufficient
number to obtain a ‘not-overfitted” Bayesian net-
work. Fig. 1 summarizes the explained process. As
an example, the induced simplified Bayesian net-
work for the Breast cancer dataset can be seen in
Fig. 2.

3.4. Concepts for interpreting the joint behaviour

Once the Bayesian networks are induced, our
aim is to extract assertions on the joint behaviour
of Machine Learning inducers: assertions on the
similarities and dissimilarities between algorithms
hypotheses. For this purpose, the following three
concepts are used.
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ID3 C45 IBl.......... oneR

1 |classl class2 classl ............... classl Si -
= implified
2 |class2 class2 class2 ... class2 Structural learning Overh.tted simplification Ba I:Sian
3 |classl classl class2............... class2 Bayeswm process y X
4 |classl classl class2............... class1 | score (K2 metric) network networ
+

] s search (Genetic algorithm)
N |classl classl classl ............... classl

Fig. 1. Proposed modelization process for each dataset. We start from the class predictions of Machine Learning inducers for the test

instances. N indicates the number of instances in test set.

F N\

Fig. 2. Simplified Bayesian network of Breast cancer task.

3.4.1. Hard conditional independence

As hard conditionally independent we consider a
learning algorithm that in a Bayesian network,
given another algorithm, is conditionally inde-
pendent of the rest of the algorithms. This condi-
tion does not easily occur in a Bayesian network. It
implies that, giving only another algorithm, the
hard conditionally independent one has a different
behaviour regarding the other algorithms. We
consider that the hard conditionally independent
algorithm creates an ‘original’ hypothesis regard-
ing the other algorithms: it has little relation to the
hypotheses generated by the major part of the
other algorithms. The probability distribution of
its hypothesis needs just another algorithm to be
explained in the whole representation of proba-

bility distributions induced by the Bayesian net-
work.

3.4.2. Conditional independence in a proposed
family of algorithms

Our aim is to study the ‘union-degree’ of a
proposed family of learning algorithms in a joint
manner. The conditional independence between
two algorithms of the same family given another
algorithm from a different family will be studied in
the Bayesian network. That is:

Let X, Y and Z be three different algorithms and
X and Y be from the same family and Z from an-
other family. Is I(X,Y | Z) true or is D(X,Y | Z)
true? This type of conditional independence implies



L Inza et al. | Pattern Recognition Letters 20 (1999) 1201-1209 1207

a serious difference between the probability distri-

butions of both algorithms of the same family. This

gives us an idea on the ‘compactness’ (or similarity

degree) between algorithms of a proposed family.
Families are formed based on the history of

classic paradigms exposed in the most common

Machine Learning reviews (Mitchell, 1997):

e Decision-Trees (DT): Quinlan’s Decision Tree
classic algorithms, /D3 and C4.5.

o Simple-Trees (ST): one-depth (oneR) and two-
depth (72) simple classification trees. They min-
imize the number of errors in the training set,
based on their constraints.

e K-NN (KNN): algorithms based on Nearest
Neighbor Aha et al.’s ideas, /Bl and IB4.

e Decision-Rules (DR): decision rules classic al-
gorithms, Ripper and CN2.

e Bayesian-Approaches (BC): Naive Bayes and
Naive Bayes Tree.

Remaining algorithms are not considered to form

families.

3.4.3. Conditional independence between proposed
families

Using the family definitions of the previous
point, the conditional independence of all the
learning algorithms of a family on all the algo-
rithms of another family, given at least any one
algorithm which does not belong to any of the
compared families, will be studied. This condi-
tional independence between proposed families
means that given any set of algorithms that do not
belong to any of the compared families, the
probability distribution of each component of a
family does not need the probability distribution
of any component of the other family to be ex-
plained. This gives us an idea on the ‘dissimilarity’
between proposed family paradigms.

4. Results from induced Bayesian networks

Assertions on different types of behaviour will
be extracted, based on the number of times a
learning algorithm or a set of algorithms shows
one of the explained conditional independence
variants in the Bayesian network structure. Based
on the number of domains for which a learning
algorithm or a set of algorithms presents one of the

explained concepts, assertions about different
types of behaviour of the studied algorithms can
be extracted. It must be noted that the extracted
assertions are restricted to the domains ? included
in the experiments.

4.1. Hard conditional independencies

Number of databases where each algorithm is

‘hard conditionally independent’:

ID3: 7.

table-majority: 6.

IBI, oneR, IB4, T2: 5.

NBTree, C4.5, Ripper: 3.

CN2, NB: 2.

e OCI, PEBLS, HOODG: 1.

Looking at the extremes of the table, two types of

behaviours can be differentiated:

e The trend of perfect memorizers * (/D3 decision
tree, nearest neighbor algorithms and table-ma-
jority) and ST algorithms to form more ‘origi-
nal’ hypotheses than the rest of the algorithms
must be noted. These algorithms tend to appear
with fewer connections in the learned Bayesian
networks.

e This contrasts with Bayesian classifiers (VB and
NBTree) and algorithms which have a post-
pruning strategy (OCI, C4.5, Ripper and
CN2). They show this tendency in a lesser de-
gree: their hypotheses do not tend to be differ-
ent from the whole set of hypotheses. They
mainly appear in the central part of the Bayes-
ian networks, with a higher number of connec-
tions than perfect memorizers and ST.

4.2. Conditional independencies in a proposed family
of algorithms

Number of databases where algorithms of a
family are conditionally independent, given one
algorithm from another family:

2 PEBLS and HOODG are only run in four of eleven

databases.

3 Perfect memorizer algorithms are very faithful with respect
to the training set when they induce the hypothesis, pruning or
smoothing the formed model in small degree.
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Decision-Trees: 7.

Simple-Trees: 7.

Decision-Rules: 7.

K-NN: 3.

Bayesian-Approaches: 3.

Analysing the extremes of the former list, two

types of behaviour can be differentiated:

e Decision-Tree, Simple-Tree and Decision-Rule
families demonstrate a low degree of ‘compact-
ness’ or similarity between their component al-
gorithms.

e This constrasts with K-NN and Bayesian-Ap-

proaches family behaviour. These families show

a more ‘compact’ behaviour than the former.

4.3. Conditional independencies between proposed
families

Number of databases where conditional inde-
pendencies between families of algorithms ap-

pear: *

e I(Bayesian-Approaches, Simple-Trees | —): 7.
e I(Decision-Trees, K-NN | -): 6.

¢ I(Simple-Trees, Decision-Trees | —): 5.

o I(Simple-Trees, Decision-Rules | -): 5.

e I(Bayesian-Approaches, Decision-Trees | -): 5.
e I(Bayesian-Approaches, K-NN | -): 4.

e I(Decision-Rules, K-NN | -): 3.

¢ I(Simple-Trees, K-NN | -): 3.

o I(Decision-Rules, Bayesian-Approaches | -): 3.
o I(Decision-Trees, Decision-Rules | -): 2.

Regarding the former list, for each family, asser-
tions about its most similar and dissimilar families
can be extracted for tested domains.

5. Resum and future work

From a homogeneous set of databases, we have
carried out a study of the joint behaviour of the
predictions made by a set of Machine Learning
algorithms. Bayesian networks, induced from the
learning algorithms class predictions, were used to
research the behaviour of a set of known algo-
rithms. From the obtained Bayesian networks,

4 By the “=” symbol, we represent any set of algorithms that
do not belong to any of the compared families.

guided by the conditional independence concept,

relations between the probability distributions of

the hypotheses formed by different algorithms
were found. Three different types of relations have
been studied:

e given an algorithm, the conditional indepen-
dence of another algorithm with the rest of al-
gorithms;

e conditional independence of two algorithms of
the same family, given another algorithm from
another family;

e conditional independence between families of
algorithms, given any set of algorithms that
do not belong to any of the considered families.

In other approaches to research, unsupervised hi-

erarchic classification can be used over the set of

predictions of Machine Learning supervised algo-
rithms to determine clusters or families of algo-
rithms. Statistical tests can also be used to study
the hypotheses formed by algorithms.

For further reading, see (Lauritzen, 1996).

Discussion

Brailovsky: The results that you presented are
very interesting. Before you can ascribe certain
properties to an algorithm you need to check a lot
of things, for example the independence, for a
given problem, of the training and test sample set.
Have you done this?

Inza: You are right! I mentioned that we only
extracted assertions or guidelines on different types
of behavior. It is true that for each training- and
test-set and different proportions the results are
different. For that reason we have tried to make
our research in 11 different domains and if we saw
the same behavior in a number of domains, we
extracted assertions or guidelines based on the
number of different domains where the character-
istic appeared.
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