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\textbf{A B S T R A C T}

Regularization is a well-known technique in statistics for model estimation which is used to improve the generalization ability of the estimated model. Some of the regularization methods can also be used for variable selection that is especially useful in high-dimensional problems. This paper studies the use of regularized model learning in estimation of distribution algorithms (EDAs) for continuous optimization based on Gaussian distributions. We introduce two approaches to the regularized model estimation and analyze their effect on the accuracy and computational complexity of model learning in EDAs. We then apply the proposed algorithms to a number of continuous optimization functions and compare their results with other Gaussian distribution-based EDAs. The results show that the optimization performance of the proposed RegEDAs is less affected by the increase in the problem size than other EDAs, and they are able to obtain significantly better optimization values for many of the functions in high-dimensional settings.
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1. Introduction

Estimation of distribution algorithms (EDAs) [1–6] are a class of evolutionary algorithms based on estimating a probability distribution model for the space of possible candidate solutions to the given problem. This probabilistic model, which is learnt from a set of candidate solutions selected according to their quality, is used to generate new candidate solutions in the search space.

Assuming that the method used for generating new solutions is more likely to sample regions of the search space that have a higher probability, the ultimate goal of the model learning step in EDAs is to estimate probabilistic models that assign higher probabilities to a close neighborhood of optimal problem solutions (specified by the corresponding fitness function). It is almost impossible to estimate such a model directly at one go, especially for high-dimensional problems with a complex structure and high dimensionality.

Iterative model learning and factorized estimation of the probability distribution are two main techniques employed to facilitate model learning in EDAs. If the model is estimated across several generations, the algorithm can visit more regions of the search space and gradually improve its estimation as, due to the limitation of computational resources, algorithms have to work with a finite population of solutions. Techniques like univariate or bivariate factorization, or more generally, multivariate Bayesian network learning, which imposes a factorization over problem variables, are able to estimate the joint probability distribution as the product of simpler factors.

The use of probabilistic modeling in EDAs allows these algorithms to better exploit the information obtained up to the current stage of the search, in order to speed up convergence. Many of the probabilistic models employed in EDAs can also approximate the relationships or linkages between variables which is necessary for finding the optimal solutions to many problems. The successful application of EDAs to many real-world problems in different domains like: machine learning [7,8], bioinformatics [9–11], scheduling [12–14], industrial design and management [15,16], protein folding [17,18], software testing [19] and composite materials [20] have proved their usefulness in practice.

Despite promising performance for solving many real-world problems, there are still shortcomings in the behavior of EDAs that have made them the topic of active research. Several studies have tried to analyze the behavior of EDAs [21–26]. However, their results are mainly based on impractical assumptions or are limited to only specific problems. In continuous domains, especially, which is the scope of this paper, there are many difficulties with model estimation that prevent EDAs from exhibiting the expected behavior.

The ability of the chosen probabilistic model to fit the solutions of a given problem, which is referred to as model capacity [27], can greatly affect model estimation. Thanks to their analytical properties, Gaussian distributions have been the probabilistic model of...
choice in most continuous EDAs [28–30,2,31]. However, a robust estimation of Gaussian distribution relies on acquiring adequate statistics that are often not available from the population of continuous EDAs. This will usually cause EDAs to fall into premature convergence (or rather stalemate). To overcome this shortcoming, techniques like variance scaling [32–34] or eigenvalue resetting [35,36] have been proposed in the literature.

Regularization techniques [37–40] are widely used in statistics and machine learning to obtain a more robust estimation of probabilistic models with lower prediction error. Regularized model estimation attempts to decrease the general prediction error of the estimated model by reducing the high variance caused for the prediction of new and unseen samples at the cost of introducing a little bias into the model [41,42]. The large-scale application of these techniques for model estimation, especially in high-dimensional problems where the number of samples is small compared with the number of variables, has proved useful.

Model estimation in EDAs has some characteristics that motivate the use of regularization techniques. Lack of adequate statistics can cause the estimated model to become highly biased to specific regions of the search space. This reduces its generalization ability which is an important factor when sampling the model. The use of regularization can reduce the generalization error of the estimated model in EDAs. Another important issue is the EDA scalability with regard to problem size. Estimating the probability distribution model of huge search spaces requires large population sizes. Since the model estimation and sampling parts of EDAs are very time-consuming, algorithm performance will decline steeply if population sizes are large, not to mention the memory constraints regarding large datasets. Being able to estimate a model of comparable quality using much smaller populations is a major requirement in these algorithms.

Very recently, regularization has been used in EDAs for discrete optimization. Yang et al. [43] used regularized regression in the context of a Bayesian optimization algorithm [44] to obtain a reduced set of candidate parents for each variable before searching for the correct Bayesian network structure. Luigi et al. [45] proposed the use of regularized logistic regression to learn the structure of the Markov network in the DEUM framework [46]. In a different context, Karshenas et al. [47] studied some of the methods for integrating regularization techniques into the model estimation of continuous EDAs.

This paper analyzes some of the methods to regularized model learning in EDAs and shows how they can be applied to continuous optimization in high-dimensional settings. The rest of the paper is organized as follows. Section 2 reviews some of the background material about continuous EDAs and regularization techniques, used in other sections. Section 3 discusses the incorporation of different regularization techniques into EDAs and studies their effect on model estimation using synthetic data. The results of applying the proposed algorithms on different well-known optimization functions are presented in Section 4. Finally, the conclusions and future perspectives are given in Section 5.

2. Background

2.1. Multivariate Gaussian distribution

A joint multivariate Gaussian distribution (MGD) for n random variables $X_1, \ldots, X_n$ is determined with two overall parameters: $\mathcal{N}(\mu, \Sigma)$, where $\mu$ is an n-dimensional vector of mean values for each variable, and $\Sigma$ is a $n \times n$ symmetric and positive semidefinite covariance matrix. The total number of individual parameters (free parameters) that have to be estimated in order to determine an MGD is $(n^2 + 3n)/2$, i.e. of $O(n^2)$ complexity.

Positive definite matrices are interesting since they are full-ranked and non-singular, implying that their inverse exists. The inverse of a positive definite covariance matrix, which is called the precision or concentration matrix, represents partial covariances between variables and any zero entry in this matrix implies that the corresponding two variables are conditionally independent given all other variables. Therefore, the zero pattern of the precision matrix directly induces the graphical structure of a Markov network. The positive definiteness of the covariance matrix also allows for a unique triangular decomposition, known as Bartlett or Cholesky decomposition [48], that can be used to generate samples from the corresponding MGD. These types of sampling algorithms have also been extended to work for MGDs with positive semidefinite matrices.

In many application domains, the covariance matrix of MGD is obtained with maximum likelihood (ML) estimation using a dataset of $N$ samples, which is denoted with $S$ (assuming row-wise vectors)

$$S = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})^T,$$

where $\bar{x}$ is the ML estimation of $\mu$. However, the covariance matrices obtained with ML estimation (Eq. (1)) usually result in a poor generalization of MGD [42,49]. For many applications, the covariance matrix should be positive definite or at least the partial correlations between the variables should be known. Therefore, several techniques for improving the estimation of the covariance matrix or its inverse have been proposed, some of which will be discussed in the following sections.

2.2. Estimation of distribution algorithms

Algorithm 1 shows the basic steps taken by an EDA for optimization. The algorithm starts from an initial population (step 1), which is usually generated randomly, though other techniques are applicable. In each generation, after selecting a subset of solutions according to their fitness values, a probability distribution model $p(x)$ is learnt from the selected solutions to encode the general characteristics of these solutions (step 6). A set of new candidate solutions to the optimization problem is then generated using a sampling algorithm, which is incorporated into the EDA population (steps 7 and 9). This procedure is repeated until one of the stopping criteria (e.g. maximum number of generations, optimal solution(s), population convergence) is met (step 4).

Algorithm 1. The basic steps of an estimation of distribution algorithm

<table>
<thead>
<tr>
<th>Estimation of Distribution Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inputs:</strong></td>
</tr>
<tr>
<td>A representation of solutions</td>
</tr>
<tr>
<td>An objective function $f$</td>
</tr>
<tr>
<td>$P_0$ ← Generate initial population according to the given representation</td>
</tr>
<tr>
<td>$F_0$ ← Evaluate individuals of $P_0$ using $f$</td>
</tr>
<tr>
<td>$g$ ← 1</td>
</tr>
<tr>
<td><strong>while</strong> termination criteria are not met <strong>do</strong></td>
</tr>
<tr>
<td>$S_g$ ← Select a subset of $P_{g-1}$ according to $F_{g-1}$ using a selection mechanism</td>
</tr>
<tr>
<td>$p_S(x) ←$ Estimate the probability of solutions in $S_g$</td>
</tr>
<tr>
<td>$Q_g ←$ Sample $p_S(x)$ according to the given representation</td>
</tr>
<tr>
<td>$H_g ←$ Evaluate individuals of $Q_g$ using $f$</td>
</tr>
<tr>
<td>$P_g ←$ Incorporate $Q_g$ into $P_{g-1}$ according to $F_{g-1}$ and $H_g$</td>
</tr>
<tr>
<td>$F_g ←$ Update $F_{g-1}$ according to the solutions in $P_g$</td>
</tr>
<tr>
<td>$g ← g + 1$</td>
</tr>
<tr>
<td><strong>end while</strong></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
<tr>
<td>The best solution(s) in $P_{g-1}$</td>
</tr>
</tbody>
</table>
2.3. Regularization

Consider a simple linear regression model for estimating the values of a response (output) variable $Y$, given a set of $n$ predictor (input) variables $X = (X_1, X_2, \ldots, X_n)$ in continuous domains

$$Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_n X_n + \epsilon,$$

where $\epsilon$ is a homoskedastic zero-mean Gaussian noise: $\mathcal{N}(0, \sigma^2)$. Given a set of $N$ observations of the form $(x_i, y_i)$, where $x_i$ is a value setting for the variables in $X$ and $y_i$ is the corresponding response value, ordinary least square (OLS) estimation of the response variable ($\hat{Y}$) tries to minimize the sum of squared errors between the predicted value and the actual value:

$$
\arg \min_{(\beta_0, \beta)} \left( \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \right) = \arg \min_{(\beta_0, \beta)} \left( \sum_{i=1}^{N} (y_i - (\beta_0 + \beta x_i^T))^2 \right),
$$

(2)

where $\beta = (\beta_1, \ldots, \beta_n)$. Regularization techniques try to improve model estimations like Eq. (2) by introducing a penalization term, imposed on the values of model parameters, denoted by $J(\beta)$. For example, the regularized OLS estimation is

$$
\arg \min_{(\beta_0, \beta)} \left( \sum_{i=1}^{N} (y_i - (\beta_0 + \beta x_i^T))^2 + \lambda J(\beta) \right),
$$

(3)

where $\lambda > 0$ controls the amount of penalization. Some of the popular regularization techniques are as follows.

- Ridge regression [50] with $J(\beta) = \sum_{j=1}^{n} \beta_j^2$. This penalization term (also called an $\ell_2$ regularization term) causes the regression parameters to shrink toward zero, although they do not become exactly zero.

- LASSO (Least Absolute Shrinkage and Selection Operator) [51] or $\ell_1$ regularization with $J(\beta) = \sum_{j=1}^{n} |\beta_j|$. This type of penalization term has the appealing property of setting some of the penalization parameters exactly equal to zero, which will result in a behavior similar to that of variable selection and hence the name [39].

- Elastic net [37], which is a combination of the previous two terms, i.e. $J(\beta) = \sum_{j=1}^{n} (\alpha \beta_j^2 + (1 - \alpha) |\beta_j|)$, where $\alpha \in (0, 1)$ controls the combination of the two penalization terms. Using elastic net penalty, there is no limitation on the choice of only a maximum of $N$ variables as in the case of LASSO regularization. This kind of regularization is especially useful for problems with a large number of variables when only a small number of observations are available for model estimation (i.e. “large $n$, small $N$” or “$n \gg N$” problems).

An important parameter that affects the outcome of regularized model estimation is the value of the regularization parameter $\lambda$. Although in some cases there are theoretical proposals [52] for selecting the value of this parameter or for the bounds of an effective value, one should generally use a trial-and-error strategy to select the best value. A more general approach is to obtain the solutions for a range of possible $\lambda$ values. The solutions obtained by varying $\lambda$ values form the regularization path or the profile of the regularization technique. In all of the above penalization terms, since the intercept parameter ($\beta_0$) can be estimated by the average absolute value of responses ($\bar{y}$), it is left out, and without loss of generality we can assume it is equal to zero.

Adding the regularization term changes how we compute the optimal model parameters (solutions of the model estimation) are computed. In the case of ridge regression, optimal values can be computed using a closed-form formula. However, the LASSO penalization will render the equation indifferentiable and thus there are no closed-form formulas for calculating the solutions. Nevertheless, there are numerical optimization algorithms that can very efficiently compute the solutions along the whole regularization path and with the same computational cost as that of ridge regression [39].

Another well-known regularization technique used for selecting between different model estimations is the least angle regression (LARS) [53]. This method can be considered as an improvement of forward stage-wise model selection [54]. At each step of the LARS algorithm, the coefficients of the selected variables are fitted until another variable (not yet selected) reaches the same level of absolute correlation with the current residual of model estimation. At this point, the new variable is added to the model, and the coefficients begin to fit in an equiangular direction between all of the selected variables. In this way, contrary to LASSO and forward stage-wise regression, variables are added to but never removed from the model.

The LARS algorithm can also be used, with a simple modification, to efficiently fit models for LASSO and elastic net estimation. The entire sequence of LARS steps with $n < N$ variables requires $O(n^3 + Nn^2)$ computations, which is the cost of an OLS model fitting $n$ variables. If $n \gg N$, the computational cost is of order $O(N^3)$, since the algorithm will terminate at the saturated OLS fit after $N$ variables are added to the model.

2.3.1. Regularized estimation of MGDs

Regularization techniques have been extensively applied and studied in estimating multivariate Gaussian distributions, and especially their covariance matrices. Here some of these techniques are briefly reviewed.

Regularized Neighborhood Selection [38]. The aim of this method is to discover the conditional independence relationships of the inverse covariance matrix from a set of observations. It computes the set of potential neighbors for each variable using regularized regression on other variables. The neighborhood set of a variable $X_j$ is defined as the smallest subset of variables so that, when given, $X_j$ is conditionally independent of all remaining variables. Since the dependence between two variables is computed in two different regression formulas, they used two different strategies to decide about the existence of such dependency in the final structure. An AND strategy requires both of the variables to be present in each other’s whereas an OR strategy will insert the dependency as soon as one of the variables appears in the other’s neighborhood set. Based on a number of assumptions, they have shown that this method can asymptotically obtain consistent sparse models for high-dimensional data. A similar technique has also been applied to obtain the DAG structure of a Gaussian Bayesian network [55,56].

Covariance Shrinkage [49]. In shrinkage estimation an unrestricted high-dimensional model $S$ (e.g. the ML estimation of the covariance matrix) is shrunk toward a restricted lower-dimensional target model $T$ with fewer parameters (e.g. a diagonal covariance matrix where all off-diagonal elements are set to zero):

$$W = \lambda T + (1 - \lambda) S,$$

(4)

where $\lambda \in [0, 1]$ denotes the shrinkage intensity and is estimated using a closed formula [52]. Since there are many parameters in the high-dimensional model ($S$) that need to be fitted, the variance of estimation will be high. On the other hand, the variance of the estimation of fewer parameters in the low-dimensional model ($T$) is lower but is considerably biassed with respect to the true model. It has been shown that the combination in Eq. (4) is a systematic way to obtain a regularized estimate of the model that outperforms each of the individual estimators in terms of both accuracy and statistical efficiency. Schäfer and Strimmer [49] compared the structure recoverability of this method and the previous technique [38] using LASSO regularization on a number of synthesized covariance matrices. The results presented there suggest that the true positive rate.
of the models built with the covariance shrinkage approach is considerably higher than those built with the neighborhood selection method, which tends to insert a lot of spurious dependencies to the structure.

**Graphical LASSO** [57]. This method tries to maximize the regularized log-likelihood estimation of an MGD

$$\max_{\Theta} \left\{ \log \det(\Theta) - \text{trace}(S\Theta) - \lambda \|\Theta\|_1 \right\},$$

where $\Theta$ denotes the estimation of inverse covariance matrix and $S$ is the empirical covariance matrix computed from the dataset. $\det(\cdot)$ is the determinant operator, $\text{trace}(\cdot)$ gives the sum of the main diagonal elements of the input matrix, and $\|\cdot\|_1$ computes the sum of absolute values of the matrix entries. This problem can be solved by obtaining its derivative using element-wise sub-gradients. The block-wise optimization derived for this problem over blocks of rows (or columns) can be represented with a LASSO regularized OLS

$$\min_{\beta} \left\{ \frac{1}{2} \|\beta W_{11}^{1/2} - s_{11}\|_{2}^{2} + \frac{1}{2} \|\beta W_{11}^{1/2} + \lambda \|\beta\|_1 \right\},$$

where $W$ is the regularized estimation of the covariance matrix and is partitioned as

$$W = \begin{bmatrix} W_{11} & W_{12}^T \\ W_{12} & W_{22} \end{bmatrix}.$$

In Eq. (5), $S$ is similarly partitioned. After estimating the optimal $\beta$ for each row (column) of the matrix, the covariance matrix estimation is updated by setting $W_{12} = \beta W_{11}$.

Instead of solving $n$ separate regularized regression problems, the graphical LASSO algorithm couples and solves these problems together in the same matrix $W$. In fact information can be shared across problems as the same matrix is used. The regularized neighborhood selection [38] can be seen as a graphical LASSO approximation related to the case where $W_{11} = S_{11}$.

3. **Regularized model estimation in EDAs**

The focus of this paper is on continuous domain optimization, modeled with Gaussian distributions. For this reason, we have considered two approaches employing regularization techniques:

- The first approach is based on obtaining a regularized estimation of the dependency structure between variables, and uses this structure to estimate the covariance matrix of the Gaussian distribution.
- The second approach applies techniques that directly obtain a regularized estimation of the Gaussian distribution.

The first approach, has to explicitly obtain a structure of variable dependencies. Structure estimation in this approach employs a three-step technique. In the first step, regularized regression models (Eq. (3)) are used to determine the dependencies between each variable and the other variables. These models estimate the value of a variable given the value of other variables. To favor sparser structures, which can be of considerable help for model estimation in high-dimensional problems and thus allow for better EDA scalability, only those regularization techniques that result in explicit variable selection (i.e., LARS, LASSO and elastic net) are considered in this step.

Since the whole regularization path is computed for the regression model of each variable, the regression solution (vector of regression coefficients) resulting in the lowest generalization error of the estimated model is selected in the second step. There are many metrics that can be used for selecting among different models, e.g. (k-fold) cross-validation, mean square error, Mallows’ $C_p$ statistic [58], Akaike information criterion (AIC) [59] or Bayesian information criterion (BIC) [60].

The variable (in)dependence information obtained from $n$ (number of variables) independent regularized regression models is then combined in the third step to construct a single structure. Apart from the AND and OR strategies proposed by Meinshausen and Bühlmann [38], a third strategy, denoted “DAGS,” is to consider the set of neighbors of each variable as its possible Markov blanket and try to search for the corresponding directed acyclic graph (DAG) of a Bayesian network in a reduced search space constrained by this (in)dependence information [55,56].

Finally, the variable dependence structure learnt in this approach is used to obtain an estimation of the MGD. This will then be used in the sampling step of EDA for generating new solutions. If the resulting structure is a DAG, then the parameters of the respective Bayesian network can be obtained by, for example, ML estimation according to the given structure. If an undirected graph is learnt as the structure, then it can either be transformed to a DAG [61], be used as a dependency network [62], or be used as the zero pattern in the estimation of covariance matrix [63,64].

In this paper, a local greedy search algorithm [65] is used, along with the BIC scoring metric, to learn the DAG structure of a Gaussian Bayesian network from data in the context of the search score methods and within a search space constrained by the variable dependence structure. When the learnt structure is an undirected graph (obtained from AND or OR strategies), a simple algorithm proposed by Hastie et al. [39] (section 17.3.1) is adopted to estimate the covariance matrix of MGD. This algorithm obtains a constrained log-likelihood estimation of the MGD by adding Lagrange constants for all independencies imposed by the given structure. The mean vector of MGD is obtained from ML estimation.

Unlike the first approach, the methods in the second approach are straightforwardly applicable in the context of EDAs (Algorithm 1). Here, both the methods of shrinkage estimation and graphical LASSO are considered for this approach and used to obtain the covariance matrix of MGD according to Eqs. (4) and (5). Like the first approach, the other parameter of Gaussian distribution (mean vector) is obtained using ML estimation.

Once an MGD is estimated using either two of the above approaches, new solutions are generated from the model by translating and rotating a normally distributed random vector according to, respectively, the mean vector and covariance matrix of the estimated MGD [47]. If the resulting model is a Bayesian network, the probabilistic logic sampling (PLS) algorithm [66] is used to generate new solutions.

3.1. **Analyzing regularized model learning methods**

To better examine the methods introduced in the two approaches for regularized model estimation, they are evaluated from different perspectives in this section, comparing their merits and disadvantages. For this purpose, a number of reference Gaussian models with a predefined variable dependence structure are synthesized. Table 1 shows the details of these reference models. In these models, which all have 100 variables (except the tri-variate model which has 99 variables), the dependent variables are assumed to be organized in different blocks. All variables within a block are correlated, whereas there is no inter-block dependency at all. The reference models differ as to the size of their blocks of dependent variables. They range from a block size of one (no dependence) in the univariate model to 20 in the vigint variate model.

These reference Gaussian models are used to generate a population of solutions that will be used for model estimation with
each of the regularization methods. Here, a combination of $3 \times 3$ methods from the first approach and two methods from the second approach, namely the shrinkage estimation and graphical LASSO, are considered for this study. Different combinations in the first approach result from considering each of the LARS, LASSO and elastic net regularization techniques with each of the AND, OR and DAGS merging strategies. In all of these combinations, the Mallows' Cp statistic is used for selecting the best regression solution in the regularization path of the model for each variable. The $n/N$ ratio is fixed to 10 for all populations generated from the reference models to resemble model estimation in a high-dimensional problem.

### Table 1

<table>
<thead>
<tr>
<th>Name</th>
<th>Block size</th>
<th>No. blocks</th>
<th>No. dependencies</th>
<th>No. independencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni</td>
<td>1</td>
<td>100</td>
<td>0</td>
<td>10,000</td>
</tr>
<tr>
<td>Bi</td>
<td>2</td>
<td>50</td>
<td>100</td>
<td>9900</td>
</tr>
<tr>
<td>Tri</td>
<td>3</td>
<td>33</td>
<td>198</td>
<td>9603</td>
</tr>
<tr>
<td>Quad</td>
<td>4</td>
<td>25</td>
<td>300</td>
<td>9700</td>
</tr>
<tr>
<td>Quint</td>
<td>5</td>
<td>20</td>
<td>400</td>
<td>9600</td>
</tr>
<tr>
<td>Vigint</td>
<td>20</td>
<td>5</td>
<td>1900</td>
<td>8100</td>
</tr>
</tbody>
</table>

3.1.1. True structure recovery

Recovering the true structure of the probabilistic model is one of the requirements for a good model estimation algorithm. The structural accuracy of the estimated models can reveal the learning algorithm capability to capture the interdependencies between problem variables. One of the ways to measure the accuracy of structures learnt in the regularized model estimation methods is to compute the confusion matrix entries, i.e. the number of true positive (TP), false positive (FP), false negative (FN) and true negative (TN) links of the model structure. Here we consider two well-known indicators computed using these measures:

- Sensitivity (TP/(TP + FN)): what percentage of the actual dependencies are correctly learnt.
- Specificity (TN/(TN + FP)): what percentage of the actual independencies are correctly learnt.

These indicators can give a clearer insight into the effects of different regularized estimation methods on the inclusion of spurious and excess links, or missing real dependencies. Figs. 1 and 2 show, respectively, the sensitivity and specificity of the model structures estimated with the methods in the first approach. Since the univariate model actually does not have any dependencies, it is not included in the analysis of structure sensitivity. All the results are averaged over 30 independent runs. When the resulting structure is a DAG, its undirected counterpart, obtained by removing the direction of the links, is considered for computing the indicators. This is because from a variable interdependency point of view, the important thing is the existence of a dependency not its direction. The sensitivity results show that the proportion of true links captured by the methods in the first approach using different combinations of the regularization techniques and merging strategies drops as the size of the blocks of dependent variables increases. The OR strategy combined with all three regularization techniques has resulted in better sensitivity, as expected because it greedily adds links to the structure. On the other hand, the performance of the AND strategy changes with different regularization techniques from the sensitivity point of view. Whereas the LARS-AND combination is capturing more TP links than the LARS-DAGS combination, their sensitivity behavior comes very close to the LASSO technique, and the sensitivity of the AND strategy falls below the DAGS strategy when using the elastic net technique. The sensitivity results of all merging strategies decrease for elastic net, but this regularization technique appears to affect the AND strategy more than other strategies. One possible explanation for this behavior is the grouping effect of the elastic net technique, which causes several variables to be added to or removed from the regression model together. Therefore, when the AND strategy is used to couple all regression models, a group of variables is less likely to have a mutual relationship (as required by the AND strategy). Thus the resulting structure becomes sparser and may miss many TP links.

From the specificity point of view, the results show that the tendency of regularization techniques to obtain sparser models causes the structures learnt by the methods in the first approach to include very few spurious links. Increased block sizes do not seem to considerably affect these methods. Note at this point that, as shown in Table 1, the number of model independencies is larger with smaller block sizes. Therefore, normally one expects to see smaller specificity values for smaller block sizes. As block size increases, regularization techniques like LARS and LASSO tend to add more dependencies between the variables. However, as we saw with the sensitivity results, many of these links are incorrect and, thus, the number of FP links increases. Another point to be considered here is the total number of dependencies in a model compared with the sample size used for learning. This can affect the sparsity assumption based on which the consistency of some of the regularized model estimation methods in the first approach is shown [38].

When comparing the specificity and sensitivity results of different combinations of regularization techniques and merging strategies, they seem to be complementary. For example, the DAGS strategy results in poorer sensitivity results compared with the other two merging strategies combined with the LARS technique, but specificity is better. Whereas the sensitivity behavior of the AND strategy combined with the elastic net technique is worse than others, the same combination obtains better specificity results compared with all other combinations for all block sizes. Therefore, if a specific method tends to add more links to the structure (like the LARS-OR combination), the probability of recovering TP links will clearly increase, but so will the possibility of adding FP links. On the other hand, conservative methods like the ELNET-AND combination will hit fewer TP links but also add fewer spurious links to the structure.

Fig. 3 shows the sensitivity and specificity of the structures learnt by the methods in the second approach. Since these methods do not explicitly obtain a structure, the structure encoded in the covariance matrix of the estimated MGD is used to evaluate their ability to recover the true structure. This structure is obtained from the zero pattern in the inverse covariance matrix by introducing a link between every two variables whose respective entry in the inverse covariance matrix is not zero. The results show that the two methods in the second approach also follow a similar trend to the methods in the first approach: a decrease in the sensitivity and an almost uniform specificity as the size of the dependent variables block increases. These two methods discover more links than the methods in the first approach. Shrinkage estimation, especially, tends to add many links to the structure, and the increase in the number of dependent variables has less effect on this method. This results in a sensitivity of more than 50% for all block sizes. However, the specificity results show that many of the links that this method adds to the model are spurious and this method generally tends to obtain denser structures than other methods in either of the approaches. The graphical LASSO method behaves more like the methods in the first approach, and especially the LARS-OR and LASSO-OR combinations, as this method also uses a similar regularization mechanism by adding a LASSO penalization term to the ML estimation of the MGD.

3.1.2. Time complexity

The computational time needed by an algorithm is an important feature that can affect its range of application and how it is going to
be applied. In the case of EDAs, it is particularly critical since they make intensive use of learning methods. In this section, we examine the time complexity of the methods in each of the two approaches. The methods in the first approach have include three-step structure learning plus a parameter estimation of the target MGD. As already mentioned, the computational complexity of computing the whole regularization path of a regularized regression model for a variable with the LARS technique (which is also used as the base algorithm for the other two regularization techniques considered here) is $O(n^3 + Nn^2)$. Note that in high-dimensional problems, which is the case in our study, it is far less than this. The cost of selecting the best regression solution from the regularization path is $O(IN)$, where $I$ is the number of different solutions found for the regression model, and it is of order $O(n)$. These two steps are repeated for each of the $n$ variables.

The AND and OR strategies used in the third step to merge the $n$ models learnt for the variables are simple and only require $O(n^2)$ computations. However, the DAGS strategy is usually very costly and has a computational complexity of $O(knn^2 + kn^4)$, where $k$ is the number of iterations that it takes the local greedy algorithm to search the constrained space. Finally, the algorithm used to estimate the covariance matrix according to the structure obtained by AND and OR strategies has a cost of $O(Nn^2)$.

The shrinkage estimation and graphical LASSO methods both have a total computational complexity of $O(Nn^2)$. The covariance matrix computation dominates the time requirement of

![Fig. 1. Average sensitivity of the model structures learnt with the methods in the first approach.](image1)

![Fig. 2. Average specificity of the model structures learnt with the methods in the first approach.](image2)

![Fig. 3. Average accuracy of the model structures learnt in the second approach.](image3)
computing the mean vector of the MGD, which thus does not influence the total cost of model estimation. The sampling algorithm used to generate $M$ new solutions from the estimated MGD requires $O(n^3 + Mn^2)$ computations. This is also the case for the PLS algorithm when sampling a Bayesian network.

Figs. 4 and 5 show the total time that it takes all the methods in the first approach to learn a probabilistic model and then sample this model to generate a population of 1000 solutions. All the results are averaged over 30 independent runs. As expected, the DAGS strategy takes longer than the other merging strategies, though the choice of the regularization technique has a big influence on this strategy, with the LARS technique requiring less and elastic net technique more time. The regularization technique also has an impact on the AND and OR strategies combined with the elastic net technique, which takes less time than the other two regularization techniques. This can be explained by the sparser structures obtained by this regularization technique which in turn would lead to the estimation of fewer parameters. However, sparser structures have the opposite effect on the time requirement of the DAGS strategy. This can be traced back to the fact that the greedy local search algorithm is forced to reject many of the possible moves when searching a constrained space and it therefore takes longer to find a valid move.

The question is then whether searching in a constrained space can cause the learning time of a Bayesian network to decrease at all. Fig. 6 compares the model learning time required when searching an unconstrained space and a space constrained using the LARS technique. Both methods use the same greedy local search algorithm with a BIC scoring metric. Here, reference models with the increasing number of variables and equal size of dependent variables blocks, set to 5 (quint variate model), were sampled to generate populations of solutions, with a fixed $n/N$ ratio of 10. These populations were then used for learning Bayesian networks. The results are averaged over 30 independent runs. The LARS-AND method is also included in the results for better comparison. We found that while the model learning time of the constrained DAGS is larger, for smaller number of variables the computational time required by the unconstrained DAGS grows faster as the number of variables increase and becomes considerably larger than its constrained counterpart. This is because for larger number of variables, the search space becomes so huge that any kind of space-constraining information can serve as a heuristic to improve the search. For the difference in the estimation accuracy of these two methods, see [55,56].

As the model sampling times show (Fig. 5), it take longer to generate new solutions from a Bayesian network using the PLS algorithm than the algorithm used to sample an MGD. Although
the same algorithm is used to sample the models learnt by the AND and OR strategies, the results show that the estimated models can affect the sampling time depending on the regularization technique and the block size. Generally, however both the model learning and sampling times do not appear to change considerably by increasing the size of dependent variables block, since all these models have the same dimension. Fig. 6 shows, on the other hand, that the increase in the number of variables raises the algorithm time requirement, as expected from the computational complexity analysis.

Fig. 7 shows the average model-learning and sampling times for the two methods in the second approach. Sampling times are computed for generating a population of 1000 solutions from the learnt model. The graphical LASSO method takes significantly longer to estimate the model than shrinkage estimation, and its time requirements closely follow those of the methods in the first approach, especially the LARS-OR and LASSO-OR combinations (whose structural accuracy is similar, too). Again, the size of blocks of dependent variables does not have a substantial effect on the computational time of these two methods, although further experiments have shown that graphical LASSO is highly sensitive to the violation of the conditions in the sparsity assumption. Section 3.1.4 discusses this issue in more detail. The time requirements of the shrinkage estimation method make it a perfect candidate for use within more complex algorithms like EDAs that require very fast-performing components.

3.1.3. Likelihood

Estimating an accurate structure is an important feature of a probabilistic model estimation method. For the purpose of model estimation and sampling in EDAs (Algorithm 1), however, it is more important to be able to generate solutions that are very close to the real problem solution, which is assumed to be representable with a probability distribution. One way to investigate this closeness is to compare the model estimated in EDA with the actual probabilistic model underlying the problem. Measures like Kullback–Leibler divergence [67] or Hellinger distance [68] can be used for this purpose. Another possibility is to evaluate the overall model estimation and sampling of EDAs in order to also take into account the inevitable model sampling error that is present in practice. This is also closer to the actual procedure enacted in each generation of an EDA. The evaluation measure computed in this study is the negative log-likelihood (NLL) of the reference Gaussian models (see Table 1) given the population of solutions generated from the estimated models.

Fig. 8 shows the NLL values of the reference Gaussian models with different block sizes, computed from the populations generated using the models learnt with the methods in the first approach. Each of the generated populations had a size of 1000. For the first two regularization techniques, the NLL values obtained with the DAGS strategy on larger block sizes tend to infinity and are therefore not included in the figures. Merging strategies are ordered similarly for all regularization techniques, with the NLL of OR strategy turned out to be better and DAGS worse. This is consistent with the structural accuracy results and reveals the mixed effect of sensitivity and specificity analysis for the methods in the first approach. The NLLs computed for these methods grow visibly as block size increases, suggesting that as the number of dependent variables in the problem increases the estimated models and populations generated from these models move farther from the reference models, from a log-likelihood point of view.
Fig. 9. Average negative log-likelihood of the reference Gaussian distributions obtained for the estimation methods in the second approach.

Fig. 9 shows the NLL results for the two methods in the second approach, where graphical LASSO results in better NLL values than the shrinkage method. Shrinkage estimation is able to capture more dependencies, but, at the same time, it adds many spurious links to the structure. As a result, the estimated probability distribution generates solutions that are less likely producible by the reference models. From the NLL values for graphical LASSO, and for LARS-OR and LASSO-OR used in the first approach, we also find that these methods behave similarly. Also, the NLL values computed for graphical LASSO and for the ML estimation of the MGD are almost equal, showing that, from a log-likelihood point of view, the addition of a LASSO penalization term does not have much impact on the probability estimation of the graphical LASSO method.

3.1.4. Regularization parameter of graphical LASSO

The regularization techniques employed in the first approach output the whole regularization path for varying values of the regularization parameter ($\lambda$) and then select the parameter resulting in the best regression solution according to a model selection metric. Also, the value of the shrinkage intensity in the shrinkage estimation method is analytically computed according to the learning data set. However, the regularization parameter of the graphical LASSO method is left open, as it is not practicable to compute the whole regularization path for this method, especially for high-dimensional problems.

To examine the influence of the regularization parameter, we apply the graphical LASSO method with different values of this parameter for model estimation. The model learning times and the corresponding NLL values computed for this method are shown in Fig. 10. Models are estimated from populations with increasing sizes, generated from the bivariate reference model by decreasing the $n/N$ ratio from 10 to 0.2 (gradually getting away from high-dimensionality) in order to also investigate the effect of population size on this method. NLL values are computed using populations of size 1000 generated from the estimated models. All of the results are averaged over 30 independent runs.

Clearly, whereas model estimation is faster with larger values of the regularization parameter, the solutions generated from these models are less likely from the reference model point of view. On the other hand, small values of this parameter (close to zero) will result in better NLL values, though at a higher computational cost. This observation suggests that, as reported in a previous study [47], the choice of a value for the regularization parameter of this method call for a trade-off between how good an estimation is and the time required to estimate the model.

The model learning times also show that, as population size grows the time required by the graphical LASSO method with a specific value of the regularization parameter gradually decreases. This is why it is expected to be more costly to estimate a model, with a specific dimension and block size, from populations with larger sizes. One possible explanation for this behavior is that with larger populations that better fulfill the sparsity assumption [38], more harmonious statistics can be collected from the population, allowing the method to converge faster. However, as the computed NLL values show, the population size increase does not affect the probability of the generated solutions from the reference model point of view. Based on these results, a 0.1 value is used for the regularization parameter of the graphical LASSO method throughout this paper.

3.2. RegEDA: an EDA based on regularized model estimation

So far we have studied some of the properties of the regularized model estimation methods in two approaches. The results of these analyses can be used as a guideline for employing these methods in EDAs. The regularized EDA (RegEDA) proposed in this paper utilizes the regularized model estimation methods in the course of optimization, trying to obtain a better estimation of the distribution of the problem solutions, in order to improve performance.

The constraints on time and computational resources, restrict the number of different regularized estimation methods that can

Fig. 10. Average model-building time (left) and negative log-likelihood of the bivariate Gaussian distribution (right) obtained for the graphical LASSO method with different regularization parameter ($\lambda$) values.
be tested and compared. For the experiments in the rest of the paper, some of the methods discussed in the previous sections were selected for use in RegEDA. We selected the LARS-OR and LARS-AND methods from the first approach. They appear to strike a better compromise between the computational time requirements and the quality of the estimated models, from both the structural accuracy and NLL points of view. The resulting algorithms are called “RegEDA-LARS-OR” and “RegEDA-LARS-AND”, respectively. From the second approach, both the shrinkage estimation and graphical LASSO methods were selected to respectively build the “RegEDA-Shr” and “RegEDA-GL” algorithms. The properties of both these methods merit further investigation regarding optimization. In the next section, we examine the performance of these four versions of RegEDA in function optimization.

4. Experiments

In this section, the proposed RegEDAs are applied for continuous function optimization in order to investigate how regularized model estimation affects the optimization behavior and performance of EDAs when applied in a high-dimensional setting. The optimization results of these four versions of RegEDA are compared against another four Gaussian distribution-based EDAs. These four algorithms are:

- Continuous Univariate Marginal Distribution Algorithm (UMDA) [30].
- Estimation of Gaussian (Bayesian) Network Algorithm (EGNA) [30].
- Estimation of Multivariate Normal (distribution) Algorithm (EMNA) [2].
- Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) [69].

4.1. Implementation details

All of the algorithms are implemented in Matlab®. The implementation of the LARS technique in RegEDA-LARS-OR and RegEDA-LARS-AND algorithms, is provided by K. Sjöstrand.1 The implementations of the covariance shrinkage method and the graphical LASSO algorithm are provided by K. Murphy2 and by H. Karshenas,3 respectively.

The Matlab® implementations of UMDA and EMNA provided in MATEDA-2.04 [70] are used in the experiments. EGNA is implemented using the Gaussian–Bayesian network learning code provided by M. Schmidt and K. Murphy.5 Since the PLS algorithm is used to sample the learnt Bayesian network, the algorithm is referred to as “EGNA-PLS” in the results presented in this section. Finally, the implementation of CMA-ES is provided by N. Hansen.6

4.2. Functions

The continuous optimization functions used for the experiments in this section are listed in Table 2. These optimization functions, defined on n input variables, have different properties that makes it possible to examine the performance of the tested optimization algorithms, in the presence of different problem features. The 2D fitness landscape of some of these functions, is shown in Fig. 11. The definitions of the functions are as follows:

- Sphere
  \[ f(x) = \sum_{i=1}^{n} x_i^2. \]
- Ackley
  \[ f(x) = -a \exp \left( -b \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \right) - \exp \left( \frac{1}{n} \sum_{i=1}^{n} \cos(c x_i) \right) + a + e, \]
  where \( a, b, \) and \( c \) are the parameters of the function and are set to 20, 0.2 and \( 2 \pi \), respectively. \( e \) is Euler’s number.
- Tablet
  \[ f(x) = 10^6 x_1^2 + \sum_{i=2}^{n} x_i^2. \]
- Cigar-Tablet
  \[ f(x) = x_1^2 + 10^6 \sum_{i=2}^{n-1} x_i^2 + 10^8 x_n^2. \]
- Michalewicz
  \[ f(x) = -\sum_{i=1}^{n} \sin(x_i) \sin^{2m} \left( \frac{ix_i^2}{\pi} \right), \]
  where \( m \) is the parameter of the function and is set to 10. The optimum value of the function is different for different numbers of variables.
- Sum Cancellation
  \[ f(x) = \left( 10^{-5} + \sum_{i=1}^{n} \sum_{j=1}^{i} x_j \right)^{-1}. \]

Table 2

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Domain</th>
<th>( x^* )</th>
<th>( f^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Sphere</td>
<td>min</td>
<td>[−5, 5]^n</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 Ackley</td>
<td>min</td>
<td>[−32, 32]^n</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3 Tablet</td>
<td>min</td>
<td>[−75, 75]^n</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4 Cigar-Tablet</td>
<td>min</td>
<td>[−75, 75]^n</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5 Michalewicz</td>
<td>min</td>
<td>[0, π]^n</td>
<td>( -\pi )</td>
<td>( -\pi )</td>
</tr>
<tr>
<td>6 Sum Cancellation</td>
<td>max</td>
<td>[−0.16, 0.16]^n</td>
<td>0</td>
<td>10^6</td>
</tr>
</tbody>
</table>

\( ^* \) Depends on \( n \).

The Sphere function is a simple optimization problem without any interdependency between variables. Following the smooth downhill path will lead an optimization algorithm to the optimal solution of the function. The Ackley function has a rugged landscape, although some local regions of the search space can provide information about the global structure of the problem. The first
variable of the Tablet function is scaled causing the optimization algorithms to be more sensitive to changes of this variable, and therefore the promising values of other variables may not be properly encoded in EDA model estimation. The Cigar-Tablet function extends the Tablet function by introducing three different levels of scalings for the variables. The Michalewicz function does not have a proper global structure and requires more exploration for detecting promising basins of attraction. The Sum Cancellation function is very similar to a needle in the haystack problem, especially for larger dimensions, and the function is not separable. Therefore, a very small search space is considered for this function.

4.3. Experimental design

Five different dimensions are tested for each of the functions: 10, 20, 50, 100 and 200 variables. Population size is set to $N = 10 \ln(n)$ for all of the algorithms in an attempt to emulate high-dimensional settings as the number of variables increase, starting with a minimum number of solutions. For each algorithm-function-dimension combination, 20 independent runs are performed. The initial population is randomly generated using a uniform distribution over the domain of variables. All algorithms terminate when the maximum number of generations, set to 500, is reached. Apart from this stopping criterion, when an algorithm gets stuck in a stalemate situation for 100 consecutive generations, it stops as soon as it stops to waste computational time. A stalemate situation is verified if the improvement in the fitness function is less than $10^{-8}$. Fig. 12 gives an insight into the computational time requirements of the main steps of RegEDAs, which are compared with three other Gaussian-based EDAs used in the experiments of this section. The presented results are averaged over 500 generations of a run.

For all EDAs, solutions are selected using truncation selection with a $\tau = 0.5$ threshold. Except for CMA-ES, which completely replaces the population in each generation with new solutions, all other algorithms generate $N/2$ new offspring solutions in the sampling step. The newly generated solutions are repaired using a simple repairment strategy, where unacceptable values are replaced by a new value randomly chosen from the domain of the respective variable. An elitist replacement strategy is used to incorporate the offspring solutions into the population, where the best $N$ solutions from the combination of offspring solutions and solutions in the population are selected to form the next-generation population. The initial standard deviation of CMA-ES is set to one third of each variable’s domain, as it is suggested in [69]. This algorithm is

![Fitness landscape of some of the optimization functions in two dimensions.](image1)

![Average time requirements for the main steps of RegEDAs and their comparison with other EDAs. The number of variables is 50.](image2)
considered to be in a stalemate situation if the improvement in the fitness function is less than $10^{-12}$ (which is less strict than others).

4.4. Results

Figs. 13–18 show the average best achieved values (BAVs) along the evolution path of RegEDAs and the other four EDAs, applied to the optimization functions. The presented results are averaged over the 20 runs performed. For runs that an algorithm terminates before reaching the maximum number of generations, the rest of evolution path is padded with the BAV of the last executed generation. For some of the functions, the BAVs are depicted on a logarithmic scale so as to better discriminate their performances.

The results for all functions show that, when considering the distance between BAVs and the optimal function value, the performance of all algorithms drops as the number of variables increases. However, this curse of dimensionality affects some algorithms (like CMA-ES and EGNA-PLS) a lot more than others. The optimization behavior of RegEDAs for most of the tested functions, suggests that these algorithms are less affected by this phenomenon.

The comparison of ML estimation in EMNA and UMDA with the regularized model estimation in RegEDAs better illustrates the difference in the performance of RegEDAs and how they are
affected by increases in the problem size. Since all other parts of the tested algorithms are the same (except for CMA-ES), the similarities and differences in the optimization performance of these algorithms can be attributed to the model estimation methods that they employ. For example, the performance of RegEDA-Shr and UMDA is very close for most of the functions, suggesting that the shrinkage estimation method is shrinking most of the off-diagonal entries in the covariance matrix to close-to-zero values. This property is especially useful when dealing with separable optimization problems. A comparison of the performances of RegEDA-Shr, and UMDA and EMNA for Sphere functions (Fig. 13), clearly shows that the model estimation employed in RegEDA-Shr is more efficient. This leads to a regularized combination of the models used in EMNA and UMDA.

The conservative merging strategy used in RegEDA-LARS-AND model estimation causes fewer dependencies to be added to the model, leading to sparser structures. The fact that this algorithm behaves similarly to UMDA, and therefore RegEDA-Shr, for many of the functions, shows that the sparsity pattern of these structures is very similar to diagonal matrices in the presence of problem
separability. When the problem is not separable (like the Sum Cancellation function – Fig. 18), RegEDA-LARS-AND can, thanks to this regularized model estimation method, perform a more concentrated search by including only what are, according to the regularization technique, the more important links. Therefore this algorithm is able to outperform other algorithms with the increase in problem dimensionality.

The optimization performance of RegEDA-GL compared with EMNA is especially interesting in these experiments. The model estimation method in the two algorithms differs only as to the regularization term added to ML estimation of MGD in the graphical LASSO method. The results show that, for some of the functions (like Sphere and Ackley – Figs. 13 and 14), regularization improves the average performance of RegEDA-GL while, for some others (Michalewicz and Sum Cancellation – Figs. 17 and 18), this algorithm is not able to obtain such good BAVs as EMNA. Considering the properties of these functions, it appears that the use of regularization will result in better model estimation if the problem has a global structure, whereas lack of such information has a negative effect on the regularized model estimation used in RegEDA-GL.

Fig. 15. Average BAVs for Tablet function.
The similar optimization behavior of RegEDA-LARS-OR and EMNA for many of the functions suggests that the MGDs estimated with the greedy strategy employed in RegEDA-LARS-OR are very similar to those obtained by ML estimation. For example, a good option, in the absence of useful properties in some of the functions (like Michalewicz – Fig. 17), for use by the optimization algorithm, could be a coarse estimation of the search space. Model estimation in RegEDA-LARS-OR simulates this coarse estimation by adding many links to the structure considering all possible variable dependencies. However, the use of regularization to detect the dependencies, in the presence of specific problem properties (like separability) causes the algorithm to perform a finer search.

4.5. Discussion

There are some common points concerning the performance of the algorithms on the tested functions. First, most of the algorithms show a different optimization behavior from one function to another depending on the different features of these functions. This suggests that although no explicit rotation and translation is applied, the set of selected functions form a good benchmark for
the experiments. On the other hand, the Gaussian distribution-based model estimation used in the algorithms is invariant to these transformations. Second, the performance of all the algorithms is affected by the increase in the number of variables, from the viewpoint of the distance between BAVs and optimal function value. Some of the algorithms, like CMA-ES, appear to be able to improve their BAVs if given more time, but it is evident from the results that their performance is influenced considerably more than the RegEDAs proposed in this paper, when the number of variables increase.

Thirdly, the population size of all algorithms is equally set to be of a logarithmic order of the problem size, resembling a high-dimensional setting. Thus, for most of the functions and especially larger dimensions, almost all the algorithms get stuck in a stalemate situation in the early generations of the search. For the purpose of studying the effect of regularized model estimation, none of the algorithms (except CMA-ES, which uses specific variance scaling techniques) use any kind of explicit diversity preservation techniques. The fact that all other parts of the algorithms are the same was helpful for gaining a better understanding.
of how different model estimation methods affect the optimization behavior.

Table 3 shows the statistical analysis results for the BAVs obtained by the algorithms on each dimension of each function. The non-parametric Friedman rank test [71] is used to check for the statistical difference in algorithm performance. The null hypothesis that all the algorithms have an equal average rank is rejected with a p-value less than $10^{-8}$ for all functions and all dimensions. The values shown in each entry of Table 3 are the final average BAVs obtained by the algorithm in the column, applied on the function-dimension in the row. The numbers in parentheses show the results of pairwise comparisons using Bergmann-Hommel’s procedure as the post hoc test. The significance level for this test is set to 0.05. The first number shows how many algorithms are significantly worse than the algorithm in each column, and the second number shows how many algorithms are significantly better.

The results of statistical tests are evidently consistent with the average algorithm performance. For example, RegEDA-Shr and UMDA do not have a statistically different performance for most of the functions. Also whereas, CMA-ES is able to obtain significantly better BAVs for smaller dimensions of the functions, it rapidly becomes less proficient as the number of variables increases and
<table>
<thead>
<tr>
<th>Function</th>
<th>Dim.</th>
<th>UMDA</th>
<th>EMNA</th>
<th>EGNA-PLS</th>
<th>CMA-ES</th>
<th>RegEDALARS-OR</th>
<th>RegEDALARS-AND</th>
<th>RegEDALSHR</th>
<th>RegEDACL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>20</td>
<td>3.58e+02</td>
<td>2.90e+02</td>
<td>4.76e-03</td>
<td>4.08e-03</td>
<td>1.33e-14</td>
<td>1.50e+00</td>
<td>3.22e-01</td>
<td>2.10e-01</td>
</tr>
<tr>
<td>Sphere</td>
<td>100</td>
<td>4.35e+03</td>
<td>3.85e+03</td>
<td>5.78e+01</td>
<td>5.07e+01</td>
<td>6.02e-11</td>
<td>3.05e+01</td>
<td>5.13e+00</td>
<td>2.12e+00</td>
</tr>
<tr>
<td>Sphere</td>
<td>200</td>
<td>1.84e+04</td>
<td>6.99e+04</td>
<td>5.19e+02</td>
<td>4.59e+02</td>
<td>1.98e-05</td>
<td>3.21e+02</td>
<td>2.15e+01</td>
<td>3.15e+01</td>
</tr>
<tr>
<td>Ackley</td>
<td>10</td>
<td>2.81e+00</td>
<td>8.22e+00</td>
<td>2.20e+00</td>
<td>3.97e+00</td>
<td>1.00e+01</td>
<td>4.12e+00</td>
<td>2.70e+00</td>
<td>3.62e+00</td>
</tr>
<tr>
<td>Ackley</td>
<td>100</td>
<td>3.42e+00</td>
<td>1.22e+00</td>
<td>2.48e+00</td>
<td>2.00e+00</td>
<td>7.46e+00</td>
<td>3.84e+00</td>
<td>4.07e+00</td>
<td>3.93e+00</td>
</tr>
<tr>
<td>Tablet</td>
<td>10</td>
<td>3.40e+00</td>
<td>2.32e+00</td>
<td>8.07e+00</td>
<td>6.84e-15</td>
<td>3.55e+00</td>
<td>3.40e+00</td>
<td>3.62e+00</td>
<td>2.55e+01</td>
</tr>
<tr>
<td>Tablet</td>
<td>20</td>
<td>4.73e-01</td>
<td>2.84e+01</td>
<td>1.36e-02</td>
<td>8.63e+06</td>
<td>4.07e+12</td>
<td>2.10e+00</td>
<td>1.21e+02</td>
<td>4.30e+03</td>
</tr>
<tr>
<td>Cigar-Tablet</td>
<td>50</td>
<td>5.17e+00</td>
<td>1.10e+02</td>
<td>8.32e+01</td>
<td>1.15e-03</td>
<td>7.69e+01</td>
<td>8.97e+00</td>
<td>5.04e+06</td>
<td>1.78e+02</td>
</tr>
<tr>
<td>Cigar-Tablet</td>
<td>100</td>
<td>3.23e+00</td>
<td>2.43e+01</td>
<td>1.78e+02</td>
<td>2.95e+03</td>
<td>3.08e+02</td>
<td>4.51e+01</td>
<td>3.65e+02</td>
<td>3.74e+02</td>
</tr>
<tr>
<td>Michalewicz</td>
<td>10</td>
<td>5.01e+03</td>
<td>1.13e+05</td>
<td>4.53e+03</td>
<td>3.77e-15</td>
<td>6.04e+03</td>
<td>7.80e+03</td>
<td>1.20e+04</td>
<td>9.46e+03</td>
</tr>
<tr>
<td>Michalewicz</td>
<td>20</td>
<td>8.61e+03</td>
<td>1.95e+05</td>
<td>2.85e+02</td>
<td>4.91e-05</td>
<td>3.72e+04</td>
<td>6.75e+03</td>
<td>8.98e+03</td>
<td>3.05e+04</td>
</tr>
<tr>
<td>SumCan</td>
<td>50</td>
<td>1.93e+04</td>
<td>1.57e+05</td>
<td>4.71e+03</td>
<td>2.57e+04</td>
<td>2.41e+05</td>
<td>2.71e+04</td>
<td>1.47e+05</td>
<td>1.42e+05</td>
</tr>
<tr>
<td>SumCan</td>
<td>100</td>
<td>3.61e+04</td>
<td>1.96e+04</td>
<td>1.44e+04</td>
<td>2.24e+06</td>
<td>7.00e+05</td>
<td>7.93e+04</td>
<td>5.30e+04</td>
<td>4.42e+05</td>
</tr>
<tr>
<td>SumCan</td>
<td>200</td>
<td>2.85e+05</td>
<td>2.05e+06</td>
<td>1.25e+05</td>
<td>1.44e+07</td>
<td>1.82e+06</td>
<td>3.86e+05</td>
<td>3.64e+05</td>
<td>1.34e+06</td>
</tr>
</tbody>
</table>

Table 3
The results of statistical tests on BAVs of the algorithms (refer to text for more explanation).

ends up being significantly worse than many other algorithms. For larger dimensions, the statistical test ranks one of the proposed RegEDAs first or second (without any statistical difference from the first ranked algorithm) for all functions, except Sphere. The pairwise statistical comparisons also show that these algorithms are able to obtain statistically better BAVs than most other algorithms. Looking at the performance over all functions, RegEDA-LARS-AND appears to have a better overall performance than other RegEDAs for larger problem sizes.

5. Conclusions

This paper proposed and studied the use of regularized model estimation in EDAs for continuous optimization. It was argued that the use of regularization techniques can lead to a more robust model estimation in EDAs. This improves performance in high-dimensional settings, while keeping the population size and therefore the number of function evaluations relatively low.

Two approaches to regularized estimation of Gaussian distributions were introduced, and several alternative methods proposed in the statistics literature were discussed within each approach. It was shown that an important factor affecting regularized model estimation is the level of variable dependencies in the problem. Considering a high-dimensional setting, the different methods in these approaches were analyzed from several points of view: true structure recovery, time complexity, and likelihood. The results of these analyses helped to select some of the regularized model estimation techniques for use in RegEDA.

These different versions of RegEDA were applied to a set of continuous optimization functions, featuring different properties, and the results were compared with those of other Gaussian-based EDAs. The results show that the increase in problem dimensionality, with a logarithmic population size in the number of variables, affects the performance of the proposed RegEDAs less than other Gaussian-based EDAs. Specific problem properties can play a vital role in algorithm performance. The statistical analysis results show that RegEDAs are able to obtain BAVs that are significantly better than the other algorithms for larger dimensions of most functions.

Of all the versions of RegEDA, RegEDA-LARS-AND and RegEDA-Shr have proved to have a better average optimization behavior, with RegEDA-LARS-AND having statistically better overall performance for larger dimensions. The comparison of the behavior of RegEDA-LARS-OR and RegEDA-Gl with EDAs using ML estimation (like EMMA) helped to clarify how the use of regularization can affect the optimization performance of EDAs. A further study of algorithm population diversity (the results are not shown here for brevity) revealed that RegEDA-Gl is able to maintain a relatively diverse population along the whole evolution path by using regularized model estimation. We found that this property can help the algorithm to obtain better optimization results in the presence of specific function characteristics.

We mentioned that no explicit diversity preservation technique is used in the proposed RegEDAs for the purpose of studying the effect of regularization. Therefore, a future line of work would be to investigate the optimization performance of RegEDAs that do not get trapped in early generations. Possible choices for this purpose are variance scaling and the incorporation of gradient information, as in CMA-ES. Alternative approaches to regularized model estimation, especially for larger problem sizes, are another potential option for extending this work. A problem decomposition based on regularized learning of the variable dependence structure in order to reduce the computational time required for model estimation and also the application of regularization techniques to estimate other types of continuous probabilistic distributions are possible approaches in this regard.

EDAs have been used for solving many of the optimization tasks in real-world problems. Many of these problems are characterized by high-dimensionality which demands special considerations when applying an optimization algorithm. Problems like feature subset selection in machine learning [7], gene expression analysis in genomics [9,72] and optimal ordering of text organization [73] usually involve optimization over a large number of variables. The use of regularization techniques in the proposed RegEDAs makes them promising methods for this type of problems. Another potential application is when a limited amount of computational resources (e.g. time and memory) is available for an optimization problem, and thus small population sizes should be used during evolution.
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